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Molecular Simulations of Pd Based Hydrogen Sensing Material
Ling Miao
ABSTRACT

Hydrogen sensor technology is a crucial component forgafed many other practical
concerns in the hydrogen economy. To achieve a desiredrgggr$ormance, proper choice
of sensing material is critical, because it directly affatie main features of a sensor, such
as response time, sensitivity, and selectivity. Palladisirwell-known for its ability to
sorb a large amount of hydrogen. Most hydrogen sensors ubasttl sensing materials.
Since hydrogen sensing is based on surface and interfatzahctions between the sensing
material and hydrogen molecules, nanomaterials, a grolgwadimensional systems with
large surface to volume ratio, have become the focus of sxestudies in the potential
application of hydrogen sensors. Pd nanowires and Pddcatbon nanotubes have been
successfully used in hydrogen sensors and excellent sdsut been achieved. Motivated
by this fact, in this dissertation, we perform theoreticaldeling to achieve a complete
and rigorous description of molecular interactions, whieads to the understanding of

molecular behavior and sensing mechanisms.

To demonstrate the properties of Pd-based sensing matemal separate modeling
techniques, but with the same underlying aim, are presentdds dissertation. Molecular
dynamic simulations are applied for the thermodynamicicstiral and dynamic properties
of Pd nanomaterialgAb initio calculations are utilized for the study of sensing mechanis
of Pd functionalized single wall carbon nanotubes. Theistuported in this dissertation

show the applications of computational simulations in treaaf hydrogen sensors. It is

viii
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expected that this work will lead to better understandind design of molecular sensor

devices.
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Chapter One

Introduction

Due to the unusual properties of nanomaterials and thaiaesdinary performance in
various applications, nanotechnology and its many diffebeanches have become a very
promising area for research in physics, chemistry, bioklgy materials science. Nanoclus-
ter, nanowire, and carbon nanotube constitute a new classittér intermediate between
atoms/molecules and condensed matter. They are curréetfptus of intensive research
due to both technological and theoretical interest. Neveligments in experimental tech-
niques have made it possible to probe the properties of natewials via high resolution
spectroscopy. Theoretically, diverse classes of studgingnfrom ab initio calculations
through classical simulations to rigorous quantum dynahiivestigations have provided
a wealth of information concerning the electronic struesyrspectroscopic as well as dy-
namic properties of a variety of nanoparticles.

Among nanomaterials, carbon nanotubes and nanowires atieupaly interesting
from both fundamental and practical points of view, becanfstheir unique geometric
structures and remarkable mechanical, chemical, electnoragnetic, and transport prop-
erties. Their small diameter and long length lead to suaelaspect ratios that they both
act as ideal one-dimensional systems. All these charatitarmake carbon nanotubes and
nanowires the focus of extensive studies for potentialiegibns in various sensor devices.

A hydrogen sensor is essential for many purposes, such astira process control,
combustion control, and in medical applications. Pd (Falim) is an ideal hydrogen

sensing material, because of its unique adsorptive cgplacibhydrogen. Since chemical
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sensing is based on surface and interface interactionsebattihe analyte molecules and
the sensing material, Pd nanomaterials with a large sulfalkeatomic ratio, such as Pd
nanowires and Pd functionalized nanotubes, are potgnuaity efficient hydrogen sensing
materials. Hydrogen sensors from highly crystalline Pdomare arrays or Pd function-

alized carbon nanotube thin films have attracted much isteeeently, and it is believed

that arrays of thousands of the nanowires or nanotubes teuldtimately used, each tai-
lored to react to a specific species in ambient gases. Therafalear understanding of
the interaction between sensing material and gas moleatl@slecular level is essential
to unravel the sensing mechanism and to improve the perfurenaf the sensor, which

would ultimately lead to design of more efficient, novel gassors.

Computational modeling is a very useful tool in interpretaxgperimental data and pre-
dicting the material behavior through the use of technidhasconsider small replications
of the macroscopic system with manageable numbers of atomslecules. Among all the
modeling approaches, Molecular Dynamics (MD) method isasit simulation technique
that calculates the “real” dynamic of the system, from whiahe averages of properties
can be calculated. Density Functional Theory (DFT) metisalquantum approach for the
study of structural, electronic properties in materialieisce. Both of them are valuable
means for simulations in the field of chemistry and physiaklazave greatly contributed to

the understanding of various properties of nanomaterials.

1.1 Motivation and Goal

This dissertation is focused on characterizing nanoscabgdrials and probing their appli-
cations in the field of hydrogen gas sensor using both clalgsib simulation method and
guantum mechanical DFT calculations. This research aimsitavel the traditional gap

between the atomic and the macroscopic world in mechantsreterials by explaining,
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exploring and predicting chemical and physical phenomeittaaid of the computational
tools.

The goal of this research is to study Pd based nanomatesilgirogen sensing mate-
rials using both classical and quantum computational ntetitie dissertation is divided
into two parts. First, the melting and thermal dynamic praps of Pd nanoclusters and
nanowires are studied using MD simulations, with focus andiinamics and structural
evolution during the heating of the systems. This part ofiwssignificant for the charac-
terization of such materials. In the second part, the mashaaf Pd functionalized single
walled carbon nanotube and hydrogen interactions are tigaésd using DFT method,

where sensing mechanism is discussed and possible sensiagahdesign is suggested.

1.2 Organization of the Thesis

This dissertation is organized as follows:

e Chapter 2 provides introduction to hydrogen sensors andlggrsensing materials,
which includes general information of sensor, recent arpantal studies and an

introduction to carbon nanotubes.

e Chapter 3 describes the MD simulation method used in thig/sflite theory of the
method and the development of computational algorithmd@yed here are briefly

mentioned.

e Chapter 4 discusses the comparison study of thermodynatmictigal and dynamic
properties of Pd nanowire and nanocluster. Simulatioresitigate the similarity and

difference of the two systems in the melting process.

e Chapter 5 studies the melting and structural evolution ofaplgite supported Pd

nanocluster.
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e Chapter 6 introduces DFT and pseudopotential plane waveoaetts well as the

simulation package used.

e Chapter 7 details the electronic study of Pd and Pd/Ni allogtionalized SWNTs

and their interactions with hydrogen molecules.

e Chapter 8 extends the study in the Chapter 7, where differep$ whfunctional-
ization, including full coating are proposed, and the hgdmo sensing mechanism is

explored.

e Chapter 9 summarizes the study contained in this dissertatid suggests possible

future studies.
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Chapter Two

Hydrogen Sensor and Sensing Materials

2.1 Whatls A Sensor?

A sensor is a device or system that produces an output sigmasponses to some input
guantity, as indicated schematically in Figure 2-1. Theutnguantity can be physical,
chemical or biochemical properties, and the output siggakually electrical. Sensors are
comprised of two basic parts: a sensing element and a treesdlhe sensing element is
the primary part of a sensor. It interacts with the environtngenerates a response, and
determines the nature, selectivity and sensitivity of #messr. The transducer is a device
which reads the response of the sensing element and coitvaits an interpretable and
quantifiable term, such as a voltage signal. Sensors aimpmabuimg the reliability and
efficiency of industrial operations by providing faster, m@ccurate feedback regarding
product quality, and also at improving the quality of humiéathrough better information

of the environment.

Sensing

Input quantity: eterial

(chemical,
physical, etc)

Transducer
! (convert response to
electrical signal)

Output quantity:
(generate (electrical)

response)

Figure 2-1. Schematic diagram of sensor principle.
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Generally, sensors can be classified according to the nafurgeraction into the

groups [1]:
1. Physical sensors for properties like temperature, presiow, or force;
2. Chemical sensors for specific chemicals or classes of claésni
3. Biosensors for biologically active substances.

Another way of classification is to consider the physciahpiples and operation mech-
anism of the sensor, such as electrochemical sensor, massr,sacoustic wave sensor,
and optical sensor, etc. There are various ways of chaizogma sensor [2, 3]. Some

important features include:

e Sensitivity: a measure of magnitude of the output signatipced in response to an

input quantity of given magnitude.

e Resolution: a measure of minimum change of input quantityhkvthe sensor can

respond.

e Response time: the length of time required for the outputde to a specified per-

centage of its final value.

e Selectivity: the degree to which the sensor can distingarshinput quantity from

another.

e Repeatability: the ability of a sensor to reproduce outpatiegs when the same

measured value is applied to it consecutively, under sameiton.

The rapid development of microelectronics, micromechgnand other related high
technologies enabled the miniaturization of sensor elésnas well as the physical inte-
gration of various functions and signal-processing elémento the same substrate. Nan-

otechnology, novel materials and smaller, smarter, ancerafiective electronic systems

6
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are playing an important role in the future of sensors, whegher sensitivity, greater
selectivity, lower cost and further miniaturization havecbme the new wave of senor

technology.

2.2 Hydrogen Sensors

Hydrogen is an extremely clean energy source for many pegd$ydrogen’s potential use
in fuel and energy applications includes powering vehjal@sning turbines or fuel cells to
produce electricity, and generating heat and electriaitybfiildings [4-6]. However, it is
explosive when the concentration is above the lower expidgnit in air of 4%. Therefore,
safety remains a top priority in all aspects of hydrogen gyerTo facilitate hydrogen
safety, an important research area is the development abbgd sensors to detect leaks
and monitor gas purity. In addition, a hydrogen sensor s alsritical component for other
practical concerns in the proposed hydrogen economy.

Hydrogen sensor is a typical chemical gas sensor, which egpasure to a gaseous
chemical compound, alters one or more of its physical ptegefe.g. mass, electrical
conductivity, or capacitance) in a way that can be measunddjaantified directly or in-
directly. In the past decades, various types of hydrogeamsrhave been developed [2].
According to the applied sensing technologies, some of timnecon sensors for hydro-
gen detection are: chemiresistor sensors [7, 8], FET (&#kkt transistor) sensors [9—-11],

SAW (surface acoustic wave) sensors [12—14], and fiber sptisors [15].

2.2.1 Chemiresistor Sensor

Chemiresistor is one of the simplest sensor structures. ditengatic drawing of a chemire-
sistor is shown in Figure 2-2. It consists of a sensing maltarray or thin film exposed to

ambient gases. The adsorption and diffusion of hydrogerti@ sensing material result in
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@—ii

Sensing Material

Substrate

Figure 2-2. Schematic view of a chemiresistor sensor.

the variation of resistance of the device. The change istaste is directly related to the

amount of hydrogen present in the ambient gas.

2.2.2 FET Sensor

The field-effect transistor relies on an electric field totcokthe conductivity of a semicon-
ductor material, or so-called channel. Most FETs have ttegainals, where the output
current flowing between the source and drain terminals isrotbed by a variable electric
field applied to the gate (the third) terminal.

Figure 2-3 gives a schematic drawing of a bottom-gated canamotube FET gas sen-
sor. The sensing material, also called channel, is placesee® two metal electrodes,
called source and drain. An insulating layer is used to sgpaensing material and the
silicon gate, which is patterned on an oxidized Si wafer. @hate voltage can be either
negative or positive, depending on the nature of the chammekder to keep the current
through transistor constant. In practice, the responseessared when the source-drain

current-gate voltage characteristics of the FET devicksshpon hydrogen gas.

2.2.3 SAW Sensor

A SAW device consists of two IDTs (interdigital transduqesfthin metal electrodes on a

polished piezoelectric substrate separated by a delayTihe spacing of the IDT fingers
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Figure 2-3. Schematic view of a FET sensor with a SWNT transdaontacted by two
electrodes (source and drain) and a silicon bottom gate.

Figure 2-4. Schematic view of a SAW sensor.

determines the wave length. An alternating current apptieshe IDT causes the surface to
expand and contract. This motion generates surface acoustes, known as piezoelectric
behavior, propagating across the substrate. Hydrogetioraavith sensing layer between
two IDTs cause a frequency, phase, or amplitude shift in to@istic wave traveling across
delay line. These changes are received and converted toi@signal by the other IDT.
The basic structure of the SAW sensor is shown in Figure 2-4.

Unlike the previous two types of sensors, which is affectetelsistance or conductance
of sensing materials, SAW sensors are mostly based on masgehHowever, due to the
fact that wave properties depend on many parameters, SA8bieare not only mass
sensitive devices, but also affected by the elasticitycosgty, and other properties of the

sensing layer.

oL fyl_llsl
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2.3 Hydrogen Sensing Materials

2.3.1 Catalysis and Sensing

Hydrogen detection in solid-state chemical sensors ictiyreelated to the phenomenon
of catalysis, which in most cases, are governed by two psasgsamely, adsorption and
dissociation of molecular hydrogen on the solid surfacditgato formation of hydrogen
atoms, and diffusion of hydrogen atoms into the bulk. Thesegrocesses not only control
the response time, but also affect the selectivity in hydrogetection.

Many group-VIII transition metals, such as Ni, Pd and Pt,ehbgen widely used as in
hydrogenation catalytic reactions [16—18] as well as inrbgdn sensors [19], due to the
active chemisorption of hydrogen molecules. Among all thegition metals, Pd has been

used as the sensing element of a vast majority of hydrogesose(2].

2.3.2 Palladium Based Sensor

Pd is an ideal material for hydrogen sensing because it estaldelectively absorb large
guantities of hydrogen gas and forms a chemical specieska@iPd hydride [20]. The
measured diffusivity of hydrogen in Pd indicates that itideys of magnitude larger than
diffusivities of other gases. Because of the selectivityytdrbgen adsorption, Pd has been
employed as a filter for hydrogen purification, and also hanhesed to provide hydrogen
selectivity for various hydrogen detectors [20].

The response time for a Pd based hydrogen sensor is deterinyrtbe rate at which
the Pd element equilibrates with hydrogen in the contagdegphase [2]. Since the equi-
libration of pure Pd with hydrogen gas involves the fast atisstive adsorption at the Pd
surface and relatively slower diffusion rate07 cnt/s) [20] for hydrogen atoms into the
Pd lattice, the diffusion process, not the adsorption mectends to be rate-limiting. In

principle, by reducing the thickness or the dimension of &g material, the equilibra-

10
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tion time can be reduced, and the response of the sensorroggrdaccelerated. Therefore,
to achieve a fast response while increasing the sensjtivitgometer sized Pd materials,
such as Pd thin film, nanoclusters and nanowires are comnagplyed in the current de-
velopment of hydrogen sensors. Nanocluster or nanowirecigster of atoms/molecules
or an extremely thin wire with a diameter on the order of a f@amometers or less. Due
to the low dimensionality and special geometry, they havgelasurface/volume ratio and
exhibit many chemical and physical properties differeatfrthe bulk. Hydrogen sensors
fabricated from these materials have shown a significantawgment in response time,
as well as sensitivity compared to the corresponding cdiveal Pd sensors [8, 21-23].
In addition, using nanomaterials also greatly facilitatessor miniaturization and meet the
requirement of a new generation hydrogen sensors that osdest sample and has lowest

weight, power consumption and cost.

2.3.3 Introduction to Carbon Nanotubes

Carbon nanotubes were discovered in 1991 by lijima duringdttext current arching of
graphite for the preparation of fullerenes [24]. Such ssembled nanoscale tubular struc-
tures of carbon atoms can be obtained by rolling graphereishgth various chiralities. A
carbon nanotube can be either single walled (SW) or multieglgMW), for example, dou-
ble walled or triple walled as shown in Figure 2-5, dependinghe number of graphene
layers that is required to roll up a carbon tube [24, 25].

The chirality and diameter of a single walled SWNT are unigsekcified by the vector

¢, shown in Equation 2-1,

Ch = n1a + Nody = (nl, TZQ) (2-1)
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Figure 2-5. Structure of a multi-walled carbon nanotube engalof three shells of different
chirality.

wheren, n, are integers and,, a, the unit vectors of graphite, as shown in Figure 2-6.
The SWNT is formed by connecting together the two crystalipbically equivalent sites

on thec,, vector [26]. The tube diametdris defined by Equation 2-2.

d = |c| /7 = ay/m? + nany + no? /7 (2-2)

wherea=1.42x/3 A is the lattice constant.

According to orientation for vectas;,, carbon nanotubes can be categorized into three

types:
1. armchair nanotubesi{,n;)=(n,0), n is an integer.
2. zigzag nanotubesn{,n)=(n,n).
3. chiral nanotubes: all others.

Because of the symmetry and unique electronic structureapigme, the chirality of a

nanotube strongly affects it electrical properties. FoivamSWNT(;,n,), if 2n,+n,=3q,

12
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armchair

(8,8)

Figure 2-6. lllustration of zigzag and armchair SWNTs byingjla graphene sheet.

then the nanotube is metallic, otherwise it is a semicormUy26]. Experimentally, carbon
nanotubes can be synthesized by laser vaporization, ielectr discharge, hydrocarbon
vapor growth, and others [27]. Carbon nanotubes have mamgcgginary properties,
such as high modulus and strength, high chemical and thestaailities, and remarkable
electronic and heat conduction [27]. These propertiesttay with the one-dimensional
character make carbon nanotubes the perfect candidatesrious next-generation micro

electronic devices.

2.3.4 Intrinsic Carbon Nanotube Based Sensor

The discovery of carbon nanotubes has generated keensintan®ng researchers to de-
velop carbon nanotubes sensors for many applications. G@adomwtubes have been demo-
nstrated to be promising nanoscale molecular sensors fecti®y gas molecules with fast
response time and high sensitivity at room temperatureZ2B,Upon exposure to gaseous
molecules, such as NONH; or O,, the electrical resistance of the carbon nanotube is

found to dramatically increase or decrease, which servigedsasis for nanotube molecu-
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lar resistor sensor. These response were attributed tgebransfer between semiconduct-
ing SWNT surface and gas molecules.

However, the range of molecules that can be detected bysitrcarbon nanotubes is
very limited [25, 30-35]. Many important gases, such as €O, CH, and HO do not
adsorb on the carbon nanotube surface. To overcome theisatiloms of intrinsic carbon
nanotube as a sensing material, diverse external or intinnetionalization schemes are

used.

2.3.5 Functionalized Carbon Nanotube Based Sensor

The idea of functionalizing carbon nanotube is attractigeduse it allows persistent al-
teration of electronic properties of the tubes, as well ashiemically tailor their surface
properties, whereby new functions can be implemented tat otherwise be acquired
by intrinsic carbon nanotubes. Functionalization progeseduces additional chemical
elements or groups to intrinsic carbon nanotube througindppoating or chemical mod-
ification and solubilization [36, 37]. Experimentally, fttionalized carbon nanotubes can
be characterized by various techniques such as X-ray diifra ultraviolet (UV)/infrared
(IR) spectroscopy, Raman spectroscopy, nuclear magnetinaese (NMR), electron spin
resonance (ESR), and so on [37].

The modification of carbon nanotube sidewalls with nanagag made of suitable
metals has shown potential applications in sensors. In,2001g et al. showed that ex-
cellent molecular hydrogen sensors can be enabled by @telbtam evaporation of Pd
nanoparticles over the SWNT sidewall [22]. Pd modified SWNT gasexhibit signifi-
cant electrical conductance modulation upon exposure &l foncentration of Kin air
at room temperature, showing Pd functionalized SWNT sera®hlgh sensitivity and fast
response. Following this work, the Pd layer deposited SWNisfilvere fabricated and

good sensitivity to H with fast recovery and low power consumption were also demon
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strated [38, 39]. In addition to hydrogen detection, Pd ed&WNTs have been reported
to be used as sensitive and recyclable methane sensor [43.bélieved that SWNTs
can be doped with other catalytic metals, thereby extentiagange of gases the sensor
can detect. Furthermore, a sensor device comprising maredghe such SWNT doped by

different chemicals is expected to respond to multiple mulr species at the same time.
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Chapter Three

Molecular Dynamics Simulation

Vast majority of experimental techniques measure molequiaperties as averages,
either time averages or ensemble averages or both. Thusakeamputational techniques
capable of accurately reproducing these aspects of malkebahavior. The focus of this
chapter is on the brief overview of classical molecular agita (MD) simulation technique

for the simulation of real systems.

3.1 Equations of Motion for the Atomic Systems

Classical molecular dynamics simulation is a technique donguting the equilibrium and
transport properties of a classical many-body system, evttex positions and velocities
of atoms are allowed to evolve according to the Newtoniaraggn of motion shown in

Equation 3-1 [41].

erZ' dv;

—my—, i=1,2,..,.N (3-1)

ViE,(r,rg, ..., y) =my
P2 T) = i dt

Here,r;, v;, m; and is the position, velocity and mass of atank, is the potential energy.
The total energy is the sum of the potential enekyyand kinetic energy~;. The kinetic

energy of the atoms determines the temperature of the systiErg Equation 3-2.

(Bi) = S(N — 1ksT (3-2)
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wherekp is Boltzman’s constant. The angle brackets denote the els@wdrage over all
atoms in the systems.

To do a MD simulation, three things are required: the pottu,(r;), the positions
r;, and the velocitiey;. The particle initial positions should be chosen compatibith
the structure that is aimed to simulate. The initial disttibn of velocities are usually
determined from a random distribution, for instance MaXsBaltzmann or Gaussian dis-
tribution, with the magnitudes conforming to the requirethperature and corrected so

there is no overall momentum.

3.2 Integrating the Equations of Motion

The differential equations of motion are integrated nun@ly according to which the par-

ticle positions or both positions and velocities are updlatdne commonly applied methods
are Verlet algorithm [42] and its modifications [43]. Verlgorithm is a combination of

two Taylor expansions for position from tinteforward or backward t@é + 6t or t — dt

according to Equation 3-3 and 3-4.

- or (t) 1O%r(t) .,  10%r(t) 5
_ or (t) 10%r(t) o  10°r(t) 4
r(t—dt)_r(t)——at 5t+§ 92 ot TR o’ + ... (3-4)

The new positions (¢ + dt) are obtained by adding these two expansions shown in Equa-

tion 3-5.

r(t+0t) =2r(t) —r(t —ot) + 6t%a(t) (3-5)
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wherea are accelerations. The current velocities are then defrogal trajectory of previ-
ous and next time steps according to Equation 3-6.

B r(t+ dt) —r(t — ot)

v(t) = — (3-6)

Another equivalent scheme is so-called half step Leap Agagithm. In this algorithm,
the stored quantities are the current positiofi$, accelerationa(t) together with the half-
step velocitiew (¢ — $4t). The future positions(t + 6t) and the velocities at(¢ + 16t) are

calculated from Equation 3-7 and 3-8.

F(t+ 5t) = r(t) + 6tv (t + ;&) (3-7)

v (t + ;&) _v (t - ;&) + sta(t) (3-8)

The current velocities are calculated using Equation 3-9.

v(t) = ; (v (t 4 ;&) T <t - ;&)) (3-9)

The term leap-frog reflects the positions being evaluatedrd the velocities at:t%ét.The

general procedure of leap-frog algorithm is shown in Fidie

3.3 The Force Calculation

No matter which algorithm is used, at each step, the férom each atom must be calcu-

lated by differentiating the potential functiof,,(r) using Equation 3-10.

F(r) = — 22 (3-10)
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Figure 3-1. The general procedure of leap-frog algorithnefBt, (a) knowing the positions
at time step, one computes all of the forces. (b) Equation 3-8 is then ustdthe known
force at step t and known velocities at step %5t to advance the velocity to the next half
stept + %515. (c),(d) Equation 3-7 is then used to compute the positicia stept + 1
and the procedure repeats.

The potential energy function decides or approximatesrteractions between all atoms
in the system. In principle, potential function could beveal from the electronic structure
of the atom, but if a complex system is involved, the Born-Qy@mer approximation is
applied where only nuclear motion are considered [43]. Tdtemtial function used in this
research will be briefly introduced in the later chapter.

Typically potential energies decay rapidly with distandegrefore they are truncated
outside a primary cutoff radius,.. In MD simulations, a second, larger cutoff radiug,
is introduced, and all neighbors separated by less thare stored. This neighbor list

is called Verlet list [42], which will only be updated if theaximum displacement of the

particles is larger than, — r., thus the computational time is saved when the interactions

are calculated.
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3.4 Simulation Convergence

After the forces are computed, the future positions areroeted, and the trajectories
are updated. In order to know whether the system is runnirily @ree should check that
monitored quantities are in fact evolving in time. The cageace of the simulation can be
demonstrated by calculation of energy, root-mean-squaration (RMSD) or correlation
function between two variables [43, 44]. If the quantities ‘@onstant” over time with an
acceptably small fluctuation, the system is then convergedy other word, equilibrated.
Thermodynamic properties and other quantities can theraloallated after equilibration

to analyze the results.

3.5 Constraints

To compare simulations and experiments, one needs to t@mdomeasure thermody-
namic properties. The common constraints are thermodyneaaniables that can be con-
trolled in physical experiment, such as number of parti€/éy temperatureX), pressure
(P), volume (/) and energy ). In simulation, these variables can also be controlled.

Some methods used in this study are introduced below.

3.5.1 Thermodynamic Ensembles

An ensemble is a collection of all possible systems whiclelthiferent microscopic states
but have an identical macroscopic or thermodynamic stdiE [Bhere exist different en-
sembles with different characteristics. For example, naa ensemble has consta¥it V'
andT’, microcanonical ensemble has constaintl” and E£. In the dissertationNV'7T en-
semble is employedV andV” are easily controlled in MD simulation by fixing the number
of atoms and volume of the simulation bdk.can be controlled by applying a thermostat

to ensure the average system temperature is maintainesitoltise set temperature.
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3.5.2 Temperature Control

The temperature calculated from the atomic velocities @aodntrolled by the Berendsen
weak coupling technique, where the system is coupled to @nrex heat bath [46]. In MD
simulations, this corresponds to adding frictional terothe equation of motion shown in

Equation 3-11.

dv; m; (1o
(T . <T ) (3-11)

77 is the coupling time constant that determines the strenigtlowpling andlj, is the set
temperature [46]. By choosing different valuesigf the strength of the coupling can be
made smaller to minimize the disturbance to the system,aaritbe varied depending on
the application. This method also has an advantage of niraiimgea Maxwell type velocity

distribution.

3.6 Properties Measurement

The basic thermodynamic properties can be calculated asaweragesA),.  from MD

time
simulations after the system is equilibrated. That is, texage value of the property
over all time steps generated by the simulation in the pribolicime according to Equa-

tion 3-12.

1 x+to

(A),, . = lim = A(pN (), V) dt = =3 A (p"(t:),r N (1) (3-12)

T—00 T tO

wherer is the simulation time)l/ is the number of time steps in the simulations, aids

the instantaneous value df expressed as a function of the momenfurand the positions
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r of the system. The ergodic hypothesis assufags, . is independent of choice af,

and equivalent to ensemble avergde in most molecular simulations [44].

3.7 DL_POLY Package

All the MD simulations in this dissertation are performedly POLY, a parallel molecu-
lar simulation package developed at Daresbury Laboratfy [DL_POLY includes den-
sity dependent potentials suitable for calculating thepprties of metals, such as Sutton-
Chen potential used in the calculations [48]. The equationatfon integration algorithms
in DL_POLY are based on Verlet scheme. [POLY also provides a multiple timestep
algorithm to improve efficiency [49]. A brief description labw to set up a MD simulation

for one particular system using DROLY can be seen in Appendix A.
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Chapter Four
Melting of Pd Clusters and Nanowires: A Comparison Study Usliagecular Dynamics
Simulations

* A portion of this chapter has been published in Bg/sical Review B2, 134109, 2005

4.1 Abstract

We present results from a molecular dynamics simulatiodystf a Pd cluster and a
nanowire, using the Sutton-Chen many body potential functi©€hanges in thermody-
namic and structural properties of these two systems duresding were studied. We
found that the melting temperature of the Pd nanowire of 1R@lower than the simu-
lated bulk value (1760 K) but higher than that of the clustetG90 K. Melting behaviors
were characterized by a number of thermodynamic, strucamé dynamical parameters.
Surface pre-melting at much lower temperatures than thefinsiaorder transition temper-
atures noted above was observed in both Pd systems. Theespriamelting temperature
range was higher for the nanowire than for the cluster. $anfaelting in nanowires mani-
fests itself as large amplitude vibrations followed by freevement of atoms in the plane
perpendicular to the nanowire axis, with axial movemerdiag at temperatures closer to
the transition temperature. Increase in nanowire dianstavell as shape change is seen
to result from this axial mixing. Bond-orientational ordearpameters indicated that the
nanocluster retained the initial fcc structure at low terapges. The nanowires, however,
were seen to be stable at a solid structure that was closeptasestablished by bond-
orientational order parameter calculations. Melting pdepressions in both systems agree

better with a liquid-drop model than with Pawlow’s thermadynic model.
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4.2 Introduction

Studies of the melting process and thermodynamics pregeofi particles at nanometer
length-scales have attracted both theoretical [50, 514, eqperimental [51-53] interest
because of their dramatically different behavior from bol&terials [54]. For example, it
has been known that the melting temperature decreases &gdtkeabking diameter of clus-
ters [55]. Transition and noble metal [56-58] or alloy [59] 6lusters and nanowires are
getting more attention, mainly because of their extensp@ieations in catalysis and in
electronic and opto-electronic nanodevices. Howeverympaoperties such as size, shape,
and structure of nanomaterials affect their catalyticjagptand electronic properties in
ways that are difficult to predict [61]. Experimentally, yneave been studied using imag-
ing [61-63] and spectroscopic [64, 65] methods. For exaprpkent advances in in-situ
transmission electron microscope (TEM) techniques hawesvad direct investigation of
nanoparticles under realistic reaction conditions at atdevel [66]. Theoretically, the use
of modeling and simulations has also substantially imprawe understanding of nanoma-
terials in various applications. Theoretical investigas of the melting behavior of clusters
and nanowires have been mostly by means of Monte Carlo (MC) aridddlar Dynamics

(MD) computer simulations and are focused on the followiagsects:

1. Investigation of the melting temperature and thermdlitaduring the melting pro-

cess [67, 68].
2. The structural evolutions and mechanical propertiemdureating [69].

3. Relationship of structural characteristics and sizectesfevith temperature [50, 70,

71].

For example, Wangt al. found that for Ti nanowires thinner than 1.2 nm, there is no

clear characteristic of first-order phase transition dythe melting, but a coexistence of
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the solid and liquid state does exist [68]. Lat al. observed three characteristic time
periods in the melting of gold isomers: disordering and dedng, surface melting, and

overall melting [72]. Lee and co-workers used the potergredrgy distribution of atoms

in clusters to explain many phenomena related to the phassgels of clusters, and also
found a new type of pre-melting mechanism infPduster [73].

Clusters are often considered as a bridge between indivadaals and bulk material.
Recent experimental and theoretical studies demonstiadedietallic nanowires have he-
lical multi-walled cylindrical structures which are difnt from those of bulk and clus-
ters [74]. However, at the same time, nanowires also have sbhemmodynamic character-
istics which are similar to either clusters or bulk, becaofthe large surface-to-volume
ratio in these nanostructures. Therefore, a comparisotusfers and nanowires can pro-
vide an opportunity to better understand their behavior.

In this paper, melting characteristics of palladium naasi&drs and nanowires of com-
parable size are described. Pd nanoclusters and nanovavesoeen used widely in the
design of high performance catalysts [75, 76] and nanosaaldronic devices, such as
chemical sensors [7, 8, 22]. Several experiments cleadigate that quantum behavior of
metal nanoclusters is observable, and is most stronglyesespd between 1 and 2 nm, there-
fore, particles in that size region should be of most intgi€d. For example, Volokitiret
al. found that 2.2 nm Pd clusters show the most significant devisfrom bulk behavior
at very low temperatures compared with those of 3.0, 3.6 &mdridiameter [78]. Simula-
tion study of Pd nanomaterial provides an opportunity fettifer understanding its unique
role in experimental phenomena. Although the size of theathetlusters being studied
in the literature ranges from tens to several thousand ateoost efforts have been focused
on sizes below 150 atoms for both Pd and other metals [79]aditithte comparison with
experimental data, we investigate both melting and strattehavior of the Pd cluster

with 456 atoms and comparable-sized nanowire with 1,568 sito

25

www.manaraa.com



4.3 Potential Model and Computational Method

Because of the delocalized electrons in metals, the potéatietions, which describe the
interactions of particles, should account for the repelsiteraction between atomic cores
as well as the cohesive force due to the local electron derfSéveral many-atom poten-
tial models were developed during the 1980s by various werkgich as the Embedded
Atom Model [80], the Glue Model [81], Tight-binding poteatiwith a second-momentum
approximation (TB-SMA) [82], and Sutton-Chen potential mdd&], which was used in
our MD simulation. The Sutton-Chen potential can be used serilee the interaction of
various metals, such as Ag, Au, Ni, Cu, Pd, Pt, and Pb. It isesgad as a summation over

atomic positions using Equation 4-1.

N (g \"
U=ep), (; > (rpp> —C Pi) (4-1)

g N

wherep; = Z%Ai (j—”j’)m is a measure of the local particle density. Hefes the separa-
tion distance between atomsis a dimensionless parametey, is the energy parameter,
o,y 1S the lattice constant, and andn are positive integers with>m. The first term of
Equation 4-1 is a pair-wise repulsive potential, and th@sdderm represents the metallic
bonding energy between atomic cores due to the surrountkety@ns. Therefore, it has
the same basis as the Finnis-Sinclair potential and inteslan attractive many body con-
tribution into the total energy. This potential can reproglbulk properties with remarkable
accuracy [83]. It provides a reasonable description of kohaster properties for various
transition and noble metals [84, 85]. SC potential has atemlapplied to model the inter-
action and study the properties of bimetallic alloys andat&tibstrate systems [60, 86, 87].

Recently, adsorbate effect of supported Pt nanoclusterstwdeged using the SC potential

and it was found that the presence of adsorbed atoms sebthie surface cluster atoms
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Table 4-1. Sutton-Chen potential parameters for Pd.
o(A) e(103eV) ¢ n m
3.8907 4.179 108.27 12 7

under an inert gas atmosphere [88]. Values of SC parameieidf simulations in this
paper were taken from the original work of Sutton and Chensgedl in Table 4-1 [48].

MD simulations were performed using the ROLY package [47]. The system was
simulated under canonicaM/T) ensemble using the Verlet leapfrog algorithm [89]. Pe-
riodic boundary conditions were applied only in the axiakdtion of the nanowire. No
boundary conditions were applied to the cluster. The bustesys were studied with 3D
periodic boundary conditions under constant pressureeamgdrature Y P1"). Both clus-
ter and nanowire were started from face-centered cubi¢ Fdcbulk structure. A cutoff
diameter of 2.3 nm is used to generate a spherical Pd clusdenydindrical nanowire. This
cutoff diameter is not the best way to specify the particetkter. For the spherical clus-
ter, the Guinier equation shown in Equation 4-2 provides thowpology for estimating the

actual radius of the cluster [68].

Rcluster = Rg \/ 5/3 + RPd (4_2)

where the first term is derived by equating the Rayleigh eqoathd an equation resulting
from the Guinier approximation for particle scattering [9Q]. R, is the radius of gyration,

given by Equation 4-3.

1 2
Ry = J N Z (Ri - Rcm) (4-3)

whereR;-R,.,, is the distance from center to the coordination point, aredstim runs over

all particles. The second term in equation 2 is half the atodistance in the Pd bulk,
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Rps=1.37A. The resulting diameter calculated from Equation 4-2 iswl2.6 nm, which
is taken to be the diameter of the cluster in later calcutatia'he same 2.6 nm is taken to
be the nanowire diameter.

In all the simulations reported here, a time step of 0.001gswged. The initial samples
with atoms in ideal face centered cubic (fcc) positions wieserelaxed by simple quench-
ing to 0 K. Each system was then heated with a temperatureo$tep K. The step-size

was decreased to 10 K when close to the transition temperatur

4.4 Results and Discussion

The temperature of melting transition can be identified imynaays. We first employ
the variations of total potential energy and heat capaaityng heating. They are shown
in Figure 4-1. Potential energies increase linearly withgerature in the early stage, but
deviate from the linear dotted lines at higher temperatufidsgese deviations, associated
with surface melting phenomena, will be discussed later. Wtlese to the transition
temperature, simple jumps in total potential energy, iathe of near first-order transitions,
can be easily observed. Upon cooling, both the nanoclusténanowire undergo sharp
liquid-solid transitions and show rather strong hystexesihe potential energies of the
new solids are not very different from the initial ones, tgbwstructural differences are
bound to prevail. We focus on the melting process in thisrdmuntion, and take the sharp
jump in the energy (and the corresponding sharp peak in thedapacity) to represent
the melting temperature. Consistent with literature, wenagefithe melting point as the
transition temperature corresponding to the temperatuabgerved phase change in the
heating run, and the freezing point as the temperature afreed phase change in the
cooling run. The presence of hysteresis in melting/fregggiansition is not unusual and is
expected both theoretically [92, 93] and experimentally;eported in the cases of Pb [94]

and Na [51]. The structural changes resulting from coolind beating also influence the

28

www.manaraa.com



phase transition and result in hysteresis as reported bysakaand Bartell in their study
on freezing of Ni-Al bimetallics [95]. From the potential gy curve, we estimate the
melting transition of Pd cluster to occur at 1090 K, and tHathe Pd nanowire at 1200
K. Both temperatures are much lower than the bulk melting sxatpre of 1760 K (also
obtained from simulation).

The constant-volume specific heat capadity is calculated by a standard formula
shown in Equation 4-4.

(OE)?) _ (E?%) — (E)?

= = 4-4
Co kyT? kyT? (4-4)

whereF is total potential energy from the heating curve of Figurg, 4; is the Boltzman
constant, and” is the temperature. Melting point is defined as the tempegatith the
maximum apparent heat capacity. THgcurves in Figure 4-1(a) and (b) indicate the same
melting temperatures as those fréfncurves. Compared to tite, curve before melting for
the Pd cluster, that of Pd nanowire shows more structure.|¥deodserve a small upward
jump in the nanowire heating curve, after which the slopegases quickly until the large
jump appears. This deviation from linearity is a result aofface melting [96] or surface
reconstruction [97], which implies that the melting praxéskes place in two stages, pre-
melting and homogeneous melting. Even though this changeasly visible from the plot
for the Pd cluster, further characterization of the surfiamedting via dynamical variables
such as the diffusion behavior and velocity auto-correfafunctions revealed differences
in the details of the pre-melting. These characterizatamesdiscussed later in this paper.
Based on the data shown in Figure 4-1, we can estimate thengqn&inperature to be 1090
K for the Pd cluster, and 1200 K for the infinitely long nanasvir

Using the above melting temperatures, the heat of fusiondafl&ster and nanowire

can be obtained using Equation 4-5.
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Figure 4-1. Potential energy and heat capacity of the Pdgadcluster and (b) nanowire.
Heating and cooling data points are on top of each other alh@vansition temperature,
only cooling points are visible on the graphs.

30

Ol LAC U Zyl_ilsl

www.manaraa.com




Table 4-2. Thermodynamic properties for Pd bulk, cluster manowire.
T, (K) AH ¢(kd/mol) Yol (IIM?)

Bulk (simulation) 1760 16.83 —
Bulk (experiment) 1825 16.70 1.808
Pd cluster 1090 6.71 1.328
Pd nanowire 1200 7.36 1.393

T Values measured at1300 K.
® Values obtained from Vanselow and Howe [98]
b Values obtained from lida and Guthrie [99]

AH; = H, — H, (4-5)

wherel ands stand for the enthalpy of the liquid and solid phases. Theutated value of
the heat of fusionf H/) for bulk, cluster and nanowire are listed in Table 4-2. Thtalt
potential energy per atom is larger indicating the existarfca surface energy [96], which

can be calculated by Equation 4-6.

Vsv = (Epmno - prulk:) /A (4-6)

whereE, is the potential energy of cluster, nanowire or bulk.is the surface area, cal-
culated as surface area of perfect sphere or cylinder, whiapproximately equal to the
surface area of cluster and nanowire at 300 K. For the Pdeclagstem, the difference of
potential energy at 300 K is 29.873 kJ/mol. Hence, we obtasaréace energy of 1.328
J/m¥. Similarly for nanowire, we have,,=1.393 J/m. Therefore, we see that the Pd
nanowire has larger energy per unit surface and higher lidasion than the comparable
Pd cluster, which in turn implies the higher melting tempera

Shape changes of the Pd nanocluster and nanowire were maehiip calculating the
radius of gyration using Equation 4-3. Considering that tifeitely long nanowire in

symmetrical about the-axis, and we are only interested in the shape variance injhe
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Figure 4-2. Radius of gyration vs. temperature for Pd clumterPd nanowire with repeat-
ing unit of length of 5.6 nm.

plane, we use 2 dimensiona), for the Pd nanowire, which is to say only the distance from
each atom to the-axis is utilized.

Figure 4-2 shows the temperature dependence of the radigyration R, of the Pd
nanocluster and nanowire. In both casghas an upward jump at the melting transition,
indicating that cluster and nanowire behave similarly ipanding to a wider shape.

The structural features of the nanowire upon heating wetbdu explored by visual-
ization through snap shots and trajectory plots to undedstiae differences in the surface
pre-melting phenomenon between the nanowire and clusigurd-4-3(a) shows sample
projected coordinates, on to the plane parallel to the naeaaxis, of each atom at two
temperatures of 700 K and 800 K, as blue and red dots, as welllashed line connecting
each of the atomic positions at the two temperatures. Whagiparant is an oscillatory
motion in the plane perpendicular to the nanowire axis, &ittms mostly retaining their
positions through the simulation duration. Very few suefatoms exhibit large movement

along the wire axis, crossing different planes. This s@f@omic movement was found to
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be rarer at temperatures lower than the 700-800 K shown srfitjure. While a bit more
difficult to see from Figure 4-3(b), similar behavior is exitéd at the slightly higher tem-
peratures of 900 and 1000 K. The top view in Figure 4-3(b) showre movement at the
surface than towards the center of the wire. Analysis ofdla®l similar plots along with
trajectory visualizations have provided a picture of théaze pre-melting of one where the
nanowire exhibits increasingly freer motion of the surfat@ms in the plane perpendicular
to the nanowire axis at temperatures much below the neaofidstr transition temperature,
with the degree of freedom parallel to the nanowire axislalg at higher temperatures,
closer to the transition temperature. The surface prenmgeis further characterized by
a shrinking solid-like core of the nanowire, as the tempegaincreases to the transition
point. This physical picture is consistent with the dewatof the potential energy curve
from linearity as shown in Figure 4-1(b), however, thesaillebf the structural and dy-
namical changes are not apparent from that plot. Indeeghdtential energy curve for the
near-spherical nanocluster shown in Figure 4-1(a) exhiinhilar behavior, however, de-
tails of the surface pre-melting are quite different, aatéince arising from the difference
in the geometry. It should be noted here that both nanochisied nanowires of various
metals have been synthesized by a variety of templating #redt solution techniques, and
it is possible to experimentally observe these differeme@selting behavior upon heating
of these nanomaterials. No such experiments have beentedgarthe literature to our
knowledge.

Components of the velocity auto-correlation function iniregtical coordinates were
calculated as functions of distance from the nanowire axishiaracterize atomic motion
in the surface pre-melting regimey andwv, characterize movement in the-plane and
in the z-direction. Figure 4-4 shows the correlationgfandwv, with time at 800 K. The
five curves in both plots represent correlated atoms atrdiftedistances from the center

with 1 being the closest and 5 the farthest. The wire wastaréid into these 5 shells with
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T00K-B00K Q00K 1000k,

Figure 4-3. Snapshots of equilibrated atomic positioneyshas projected coordinates in
planes parallel (upper) and perpendicular (lower) to (@)nowire axis. Blue dots are for
700 K and red dots are for 800 K, with the blue dashed lines ectinmg the same atoms at
the two temperatures. Similar plot in (b) for 900 K and 100Gé§pectively.

dR=2.77 A based on the initial equilibrium atomic positions (timagims of the time-
correlation function calculations), witth? chosen to be close to the inter-atomic distance
in bulk solid Pd of about 2.78.. Atoms stayed within their shells for the duration of the
correlation time, and beyond, justifying these calculadito further understand the surface
melting phenomenon.

Both components of the correlation functions for the innezlishexhibit rebounding
oscillations that decay with time, indicative of localizet at lattice sites. Comparing the
two plots, vy has shorter correlation time and much larger depth of themairthanv.,
which implies larger amplitude tangential vibrations tteasial. Behavior of atoms in the
outer shells (especially, the outermost shell) is sigmifilyedifferent, at this temperature of
800 K, with surface pre-melting apparent. Nearly liqukklimotion is inferred from the
single damped oscillation with one minimum before de-datien with time occurs. While
results at the one temperature of 800 K are shown in Figureodldistrate the surface pre-

melting phenomenony andwv, calculated at other temperature corroborate the arguments
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developed here. At temperatures higher than 900 K, axialemewt is larger while the
tangential oscillations are dampened. The wire diameteases with temperature as a
result of these movements.

Surface melting is observed frequently in simulations ofoparticles. Surface atoms
melt at temperatures below the transition temperaturel@mthe quasi-liquid skin con-
tinuously grows thicker as the temperature increases. finer iregions stay ordered until
the transition temperature. The temperature at which the thickness diverges to the
entire system size is thought of as the cluster melting pdtiawever, for ultra-thin gold
nanowires, Wangpt al. found the interior melting temperature to be lower than thfat
the surface, indicating that the melting actually startsrfrinside, exhibiting no surface
melting behavior [74].

Snapshots of atomic positions projected on to a plane (pdipalar to the axis in the
nanowire case) are shown in Figure 4-5. These provide ev&®r surface melting in
both the Pd cluster and nanowire cases.

Further evidence of surface melting in both cluster and vwgrebtained from self-
diffusion coefficients calculated as functions of radiadtdnce using mean-square dis-
placements. As in the calculation of the velocity auto-elation functions, the atoms
were assigned to bins based on their initial positions aettteof the equilibration period.
The mean-square displacements for each shell were themagetdy averaging over a
25 ps trajectory with sampling done every 0.1 ps. Averagksntaver a 25 ps trajectory
with different origins gave the same result which is indi@bf a system that is truly in
equilibrium. The self-diffusion coefficients were caldgld for each radial shell at various

temperatures using Equation 4-7.

1 .. d

D=fnim g2

[ri(t) — r:(0))? (4-7)
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Figure 4-4. Velocity autocorrelation functions (g)and (b) v for atoms in different shells
of the Pd nanowire at 800 K. Shell 1 is the closest to the wire @xd shell 5 is the farthest.
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Figure 4-5. Snapshots of the projected atomic positione®{4&) 456 Pd atom clusters at
differentT and (b) 1,568 atom Pd nanowire projected on to a plane peipdadto the
axis.

These are shown in Figure 4-6. In all the cases, we find thesilities of outer shells
to be higher than those of the inner ones.Dlf~ D5 denote self-diffusion coefficients of
these shells from inner to outer, we found that at lower teatpees, both clusters and
nanowires have similar self-diffusion coefficients of thider of 103 A%/ps. Atoms in the
outer shells have larger diffusion coefficient than the aataser to the core atoms. As the
temperature increases further, the diffusion coefficiétti®@outermost shell)s, first starts
to increase rapidly. This is followed by an increase/nf while D, D,, D3 retain their
values from the lower temperatures. This state is maintaimgil the melting transition
temperatures are approached. The larger diffusion caaifiein outer shells and relatively
static state of inner shells at temperatures below the itramgemperatures support the
existence of surface melting in both Pd cluster and nanowAtems on the surface have

weaker restraining forces than the core atoms. Althougtasemelting in some sense is
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Figure 4-6. Self-diffusion coefficient for atoms in diffeteradial shells at various temper-
atures for (a) Pd cluster and (b) Pd nanowire.
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not necessarily a diffusive process, it can be considerearglex phenomenon involving
cooperative motion [97]. According to the Lindemann crdar the phase transition occurs
when atomic motion exceeds 10-15% of inter-atomic distaficem the variation of the
diffusion coefficients in various bins, we can infer a contios layer-by-layer melting as
the atomic displacements meet the Lindemann criterion ayartby-layer manner, until,
the criterion is met for the remaining solid core all at oratehe near first order transition
temperature. From the diffusion plots, together with theateons of potential energies and
heat capacity curves in Figure 4-1, we estimate the surfaténg regions of the Pd cluster
and nanowire to start at about 700-800K, and 800-900K, otisedy. At melting points,
diffusion coefficients of all the shells exhibit large jumpissimilar magnitude, indicating
the phase transitions from solid to liquid.

Structural properties and changes in them during heat@@finterest in understand-
ing mechanical and catalytic properties of materials. Expental observations include
changes in the lattice parameter, surface coordinatiostuactural fluctuations. Some the-
oretical calculations include detailed studies of the togyp and structural stability. Many
small clusters, with special numbers of atoms, so-callegicnraumbers, have proven to be
more stable than others [100]. The change in crystallogeagthucture can be attributed to
surface energy. Icosahedral Pd clusters with 13, 55, 14isséme examples. The geometry
of these extremely small clusters with unique minimum epéi@s been extensively stud-
ied [69, 79]. In this work, we pay attention to the time evaatof the structures during
heating by investigating two parameters: atomic numberibigion along the:-direction
(a Cartesian direction, along the wire axis for the nanowarej bond-orientational order
parameters.

The atomic number distributioN (z) for each element is difined in Equation 478(z)
is a good way to look at the structural features during hgatinthe spherical cluster and

one dimensional nanowire of similar diameter. Plots in Fegd-7 show the distribution
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of Pd atoms along-axis at different temperatures. In the solid phase, atcems higher
distribution only at certain distances from the centermiioig many sharp peaks. Those
peaks become wider and shorter upon heating, and finallpplsa due to the uniformly
distributed atoms in liquid phase. This expected behawid¥ () is seen in the Pd cluster
case, as shown in Figure 4-7. In contrast, Figure 4-8 for @mowire exhibits complicated
structural features. Longer wave-length variations infHe) distribution are introduced
due to increased amplitudes of oscillations of the atomsrdter@d zones. The ordered
zones appear to move along the wire as we approach the imansvith the possibility of
such movement with time, at a single temperature. While thedb temperature shown
in Figure 4-8 is 600K, we have seen this behavior at the lovessperature simulated, of
100K. This extremely interesting behavior could be an actifof the periodic boundary
conditions. To explore this further, we have repeated thrukitions with a wire that is
twice in length. Results indicated that the longer wave-leiogdering of zones is possible
in the surface-melting regime, and is enhanced as the tiamgemperature is approached.
However, the periodic structures observed in the low teatpee solid structures such as
shown in Figure 4-8(a) have disappeared. None of the mefirogerties we report in
this manuscript were affected by the doubling of the wimrggkh. We conclude that there
exists the possibility of ordered zones in Pd nanowiresaaecto-transition temperatures,
and that this phenomenon should be explored with simulstadrmuch longer wires, to
eliminate all effects of periodic boundary conditions. «plere the possibility of lower
density in the valley (and consequent higher density in thakp) we have utilized the
two dimensional radius of gyration, as defined previoushtifie nanowire. Calculations
of these radii in the peaks and valleys yielded nearly theesaomerical values in the
solid-phase, indicating that these features are causeatdpgrlamplitude oscillations of the

atoms.
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Figure 4-7. Comparison of Pd atomic distributions of Pd @usatong a Cartesian coordi-
nate ¢) at different temperatures.

N(z) = <z 5z — z)> (4-8)

The bond-orientational order parameters (BOP) method walgedto quantify struc-
tural evolution of the clusters and nanowries crystallpreally, as well as to distinguish
between liquid-like and solid-like states [101]. Bonds agéired as the vectors joining a
pair of neighboring atoms with an inter-atomic distance ksn a specified cutoff radius.
The cutoff distance is usually chosen as the position of tkerfiinimum in the pair corre-
lation function, which is about 3.3 is this case. Associated with every bond are a set of

numbers called local bond-orientational order paramesteogvn in Equation 4-9.

le(r) = Yim [9(7’), (b(T)] (4'9)

whereY,,,,(0, ¢) are spherical harmonics afi(i) and¢(r) are the polar angle and azimuthal
angles of vector with respect to an arbitrary reference frame. Only eispherical har-

monics are considered, which are invariant under inversfmglobal bond-orientational
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Figure 4-8. Comparison of Pd atomic distribution along a Gaatecoordinatez) in the
Pd nanowire at (a) 600 K, (b) 1100 K, (c) 1190 K, and (d)1200 K.

order paramete@m(r) can be defined by averagi@m(r) over all bonds in the system

using Equation 4-10.

Qum = Nibz@lm(r) (4-10)

where N, is the number of bonds. To I@lm(r) not depend on the choice of reference
frame, a second-order invariant is constructed using kmudt11, and a third-order in-

variant is constructed using Equation 4-12.

-~ 9 1/2
S

Lr -
W, = Z lel lez leg (4_12)

mi,m2,ms3 my Mo M3
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Table 4-3. Bond-orientational order parameters for a nurabgimple cluster geometries.

Geometry Q4 Qs Wy We
Icosahedra 0.00000 0.66332 0.00000 0.16975
Fcc 0.19094 0.57452 0.15932 0.01316
Hcp 0.09722 0.48476 0.13410 0.01244
Bcc 0.03637 0.51069 0.15932 0.01316
Liquid 0.00000 0.00000 0.00000 0.00000

The term in the bracket is a Wigner-3j symbol [102]. Furtherey a reduced order param-
eter\W, is defined in Equation 4-13 so that it is not sensitive to thezise definition of the

nearest neighbor of a particle.

=i/ (Slewl) @13)

The values of these bond-orientational order parametersoime common crystal struc-
tures are listed in Table 4-3 [101]. Because of symmetry, therfonzero values occur for
[ = 4 in the cluster with cubic symmetry and fbr 6 in clusters with icosahedral sym-
metry. We used the four bond-orientational order pararmefer Qs, W, W, together to
identify structures. Note th&p is of the same order of magnitude for all crystal structures
of interest, which makes it less useful for distinguishinifedent crystal structures com-
pared toW. But Q; is useful to identify phase transitions, since it has a lavgéue than
other parameters and decrease quickly to zero when thevsp&eomes liquid. Consider-
ing the surface effect in nanomaterials and to get more ate@nswers to monitor global
structural changes, we calculated bond-orientationatropdrameters for internal atoms,
surface atoms and all atoms in the systems.

The time averaged bond-orientational order parameterseointernal atoms, surface
atoms, and the entire Pd nanowire system are plotted in &idn@(a). We see that only

the second-order invariant® (values) differ when the surface atoms are excluded, while
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Figure 4-9. Temperature dependence of average bond-atitemd| order parameters for
(a) the atoms in Pd nanowire and (b) the Pd cluster with 45&stnd Pd nanowire with
1,568 atoms during heating. (a) Filled, unfilled and unfilgth a cross symbols corre-
spond to the average bond-orientational order parameienstérnal atoms, all atoms and
surface atoms, respectively. (b) Filled and unfilled symlbepresent cluster and nanowire,
respectively.
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the third-order invariants{ values) are not affected. This is becadsés more sensitive
to the number of the nearest neighbors. Figure 4-9(b) shiegvbdnd-orientational order
parameter comparison between the Pd cluster and the Pd manoMl the parameters
drop abruptly to zero at the transition temperature. Thesages are more obviousdp.
Even though the Pd cluster retains the fcc structure at lb@raperatures, the time aver-
aged global bond-orientational order parameters showtligaPd nanowire moves away
from the starting fcc structure, which is consistent withatvive have seen in th¥(z)
plots. The correlation plot foW; as a function of)g is shown in Figure 4-10, where the
red dots are the values for perfect crystals. Wesbecause it changes significantly with
temperature. We see from the time averaged bond-oriengdtarder parameters that at
low temperature, the Pd nanowire no longer has fcc strucseead it forms some struc-
ture beyond regular crystal geometries. From Figure 4-¥phserve that the nanowire
undergoes a rapid structural change during the annealogeps, after that it maintains a
non-regular structure at low temperatures before the pinassition. Unlike the nanowire,
the cluster goes through possible structural changes isdhee temperature range, re-
flected by the decreasing rate of changé)gf Calculated values d@p¢ are sensitive to the
number and positions of the surface atoms. More rapid clsaimgégne number and posi-
tions of these surface atoms in the cluster compared to tireogal wire with periodic
boundary conditions could explain this behavior@f. Ws has more fluctuations in the
nanowire than the cluster, indicating frequent symmetgngfes [101].

In our simulations, we have chosen the bulk, fcc structurghe starting configura-
tions of the low temperature solid nanocluster and nanowitas difficult to establish
the true low temperature solid structures of these nanaraklstidrom molecular dynam-
ics simulations. One cannot be certain that the bulk fcactire is a reasonable starting
structure, although other studies have utilized bulk $tmés for starting configurations

of nanomaterials [68, 96, 103]. Some insights can be gaiyestdysting the simulations
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from other hypothetical structures, such as the hcp, andssygistructure that results from
the first heating/cooling cycle of the fcc-started simwlati To establish the reasonable-
ness of our fcc-started simulations, we have repeated #ngécooling simulations with
an hcp initial structure and the glassy structure obtain&9@ K upon completion of the
first fcc-started MD run after a full heating/cooling cycl8ome experimental [104] and
simulation [67] evidence for the possibility of hcp stru@si in nanoclusters exists in the
literature, with less known about nanowires. With minoriagons accounted for by the
differences in numbers of atoms (mandated by the differeimcstarting configurations for
different close packed structures of same diameter), we faawnd that the melting points
are essentially the same as those obtained from the fdedtsimulation. While the hcp-
started cluster appeared to be stable at low temperatuvesiergoes a less sharp transition
(while yielding nearly the same melting point), perhaps thustructural rearrangement in
the solids near melting temperature and/or enhanced sunfigiting as compared to the
fcc-started cluster. The hcp-started nanowire, on therdthed, rapidly rearranged to a
less-ordered structure at low temperatures as in the fex, easl showed a sharper melt-
ing transition, with an identical melting point as the fearsed wire. The annealed solid
structures during cooling, of both cluster and wire, did tnatk potential energies of the
heating run, indicating that the fcc starting configurai®perhaps closer to the true struc-
ture of the both the cluster and the wire. Nearly identicaltimg points and potential
energy curves were found from the second heating/coolioteayf the fcc-started cluster
and wire, indicating that the cycle, including hysteregsepeatable. This gives further
support to the choice of the fcc structure in our low temperasolid starting configura-
tions. Coupled with the results for the bond orientationaleorparameters presented in
Figure 4-10, we conclude that the chosen fcc starting corgtguns are reasonable in this
study. Generally, prior to melting, both systems have tsdodards disorder as number of

unclassified bond orientations increases. The classditabf local atoms during heating
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can be improved by studying CNA (common neighbor analysig)atures, as shown in the

work from Hendyet al.[105].

4.5 Melting Model Comparison

Melting behavior, especially melting temperature, of tdus and nanowires will depend
on their size. The study of size effects on melting of metailinoparticles has been ex-
plored both experimentally and theoretically [52, 1064108nd a large number of data
have been established. Models for the size-dependentipeltint depression for different
materials have been established based on various assug)@ich as many outstanding
classic thermodynamics models [54, 109-113] and other mplilee surface-phonon in-

stability model [114], bond order-length-strength (OLS)d®l [36], and liquid-drop like

model [115]. The general result of these theories is thatingelemperature of small par-
ticles decreases linearly or quasi-linearly with the dasiey of their diameters. In this

section, we compare our simulated results with two of theetswd
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The thermodynamics model was first proposed by Pawlow in 1if@%ased on equat-
ing the Gibbs free energies of solid and liquid sphericastets, assuming constant pres-

sure conditions, with the resulting equation [109, 110].

P 2/3
Ysv — <S> ’Vlv] (4'14)
Pl

T —-T.(R) 2
T ~ pL*R

whereT® and L® are the bulk melting temperature and bulk latent heat ofintglp is
the mass density;,, and~,, are the solid-vapor and liquid-vapor bulk material interdh
energies, respectively. The simulated melting point desom (-7, (2.6 nm)) of 670 K
is higher than the 278 K predicted by the above model. It has [pointed out in the
literatures that the 1/R behavior is approximately corfectlusters of sufficiently large
size [55, 94].

For a nanowire, a similar procedure can be applied by equ#ie Gibbs free energies
per unit length of solid and liquid at constant temperatumek@essure. @seren developed

a model for the melting temperaturg,, (R) of nanowires using Equation 4-15 [71].

(4-15)

These two models have been shown to agree with simulatiotses Gilseren’s Pb clus-
ters and wires constructed from (110) planes with more tha@Qlatoms in the systems.
From Equation 4-14 and 4-15, we see that sipndg, is close to 1, the depression of
melting temperature of a spherical cluster should be apmabely twice that of the cor-
responding amount for a nanowire. Usifng =1.808 J/mM, v;, =1.480 J/m, p, = 0.0681
atomA3, p =0.0594 atom#3, andL? = 16.69 kd/mole, the calculated depressions of melt-
ing temperatures are 160 K and 278 K for the Pd nanowire arstiezluespectively, giving
a ratio of 1.7. However, our simulation results yield a ratfd..2. This discrepancy may

be due to the many assumptions in the model and the simul&ioaxample, the surface
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energy anisotropy of the solid is not taken into account, tredpossibility of inhomoge-
neous phases is also neglected in the model. The same discrep between model and
simulation results exist in other previous work [68, 103heTaccuracy of these models
appears to be better for larger clusters and nanowires timareded here. It should also be
noted that significant variation exists in the literaturevialues of the interfacial energies.
Also, using the simulated interfacial energies for the teltssand wires, and not the bulk
values, would improve comparison with Pawlow’s model.

The other scaling law [115] for size-dependent melting iselobon the liquid-drop
model and empirical relations between surface energy,siahenergy and size-dependent
melting temperature. According to this model, the coheshargy of N-atom nanoparticles
can be represented by volume and surface dependent termessphberical nanopatrticle of

diameterd, the expression for the cohesive energy per atom is showqguation 4-16.

Gvoy
d

(4-16)

Ayd = Qy —

wherea, 4 anda, are the cohesive energy per atom in the cluster and in the fpi& the
atomic volume and is surface energy of solid-vapor interface. Using empinekations
between cohesive energy and melting temperature for bdihand nanopatrticles, the

melting temperature of nanoparticles can be calculatedduation 4-17.

T.(R) 6V ( v > 16
=1-—2 (L)=1-E 4-17
TP 0.0005736d \T® d ( )
wheregs = QOgggm (%) The value of3 can be calculated from the known valuesvgf

v, and7®. Using for Pd in Equation 4-17, we get the melting point depien of the Pd
cluster of 669 K, which compares well with our simulated eatf 670 K. This favorable

comparison is consistent with other work mentioned preslp(68, 103]. Using the same
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model for the melting of thin wires, the size-dependent mgltemperature of a nanowire
can be described by Equation 4-18 [115].
Tow(R) 206

=1 o (4-18)

From this, the depression of melting temperature of the waras 446 K, smaller
than our simulated result of 560 K. This relation describedquation 4-18 has some
similarity to the model of @lseren, described previously, except that the depresdion

melting temperature of a nanowire is 2/3 of the depressidghespherical nanocluster.

T —T.(R)
—_—— = 1. 4-1

T Tou(R) (4-19)
The result obtained from Equation 4-19 is closer to our samoih result of 1.2 than that

from Pawlow’s model.

4.6 Conclusions

The simulation studies of this work indicate that the Pd marehas lower melting tem-

perature than Pd bulk but higher than the same diameter BtéclBoth Pd nanowires and
nanoclusters exhibit surface pre-melting, the structaral dynamical nature of which is
somewhat different. These differences are fully charasdrby several thermodynamic,
structural and dynamic variables in this study. The gena@calire that emerges is that the
surface pre-melting behavior for the cluster is similarttattof other noble and transition
metal nanoclusters. The nanowire exhibits a higher preimgetemperature range, and
dynamical behavior characterized by increased movemeatbais in the plane perpendic-
ular to the axis followed by increased movement across thkeses, as the temperature
approaches the transition temperature. A quasi-liquid gkows from the surface in the

radial direction for both cluster and wire, in the surface-prelting regime, followed by
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the breakdown of order in the remaining solid core at thesiteom temperature. Bond-
orientational order parameters indicated that the clugtiins the initial fcc structure,
whereas, the nanowire appears stable in a structure clabe tocp, in the solid phase,
before melting. Melting points of studied cluster and wirerescharacterized particularly

well by the liquid-drop model for size-dependent melting.
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Chapter Five

Molecular Dynamics Simulations of Graphite Supported PehNeluster Melting

5.1 Abstract

The thermal behavior of graphite supported and unsupppd#éadium nanoclusters were
studied using molecular dynamics simulations. Due to auons between Pd and C in the
supported environment, differences in thermodynamicpggnc and structural properties
were observed. As such, graphite supported Pd nanoclustdrigher melting temperature
than the unsupported cluster. At high temperatures, théomaind geometry of surface
atoms are quantitatively different. Radial and angularedation functions indicate very

similar structural evolution of the two systems, but a sfgempositional correlation with

the nearest neighbors of supported Pd cluster.

5.2 Introduction

The study of melting process and thermodynamic propertiegtallic clusters of nanome-
ter length-scales has attracted much theoretical [50,H],dnd experimental [52, 53, 117]
interest mainly because of their dramatically differenhdngors from the bulk materi-
als [54]. Transitional and noble metal [56-58] or alloy [89)] clusters are getting more
attention, due their extensive applications. Theoretioadstigations of their melting phe-

nomena using various simulation methods are focused ombog/ing:

1. The melting temperature and details of the melting pro{&4|.
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2. The structural evolutions and mechanical propertiesxdureating [55, 69].

3. The effect of initial structure and size on the melting penature [50, 106].

Pd has been widely used in heterogeneous catalysis as welhasroelectronic and op-
toelectronic devices [75, 76]. Normally Pd is supported @uagphite substrate when it is
used as catalyst [118]. Recently, the significance of the@tips investigated to improve
the catalytic properties of Pd [119]. The structural andadyit properties of metallic clus-
ters on graphite surface have also attracted much attelatiely [120, 121]. For example,
Bardottiet. al reported rapid movement of large antimony clusters on grarfaces,
and pointed out that study of these rapid motion mechanisadsl|to an understanding of
the interaction between nanoparticle and substrate [122].

Several experiments indicate that quantum behavior of Inmataoclusters is observ-
able, and strongly expressed between 1 and 2 nanometers.e Hearticles in that size
region should be of mostinterest [77, 78]. Simulation stadif Pd nanoparticle provide an
opportunity for further understanding its unique role imiwas applications, and explain-
ing experimental observations. Although the size of theathietclusters being simulated
ranged from tens to several thousand atoms, most effortsleen focused on size below
150 atoms [79]. In this paper, the melting behaviors of upsuied and graphite-supported
Pd clusters of 2.3 nm diameter (456 atoms) are studied. Tpgostieffects of graphite on

both melting and structural properties are investigatdtisistudy.

5.3 Potential Model and Computational Method

MD simulations were performed using the ROLY package [47]. The system was sim-
ulated undetNV'T" ensemble using the Verlet leapfrog algorithm [89]. A timepsof 1
fs was used and no boundary condition was applied. The ctustere constructed from

face-centered cubic Pd bulk, using spherical cutoff raxlget desired size. A cluster size
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Figure 5-1. Potential energy and heat capacity unsuppartégraphite-supported Pd clus-

ters vs. temperatur@+{2.3 nm).C, is calculated by Equation 4-4.

of 2.3 nm with 456 atoms is used. A two layer AB stacked gragpsitbstrate with dimen-

sions of 73.&73.8x6.7 A was used to support Pd clusters. A distance off2i®set as the

initial distance between the cluster and graphite. Suben potential (SC) [48] shown in

Equation 4-1 is used to describe the Pd interactions. Thgr&ghite interaction potential

was developed using DFT calculation with LDA approximasigareviously [123]. Due

to the much smaller Pd-carbon interaction forces compar&ttPd forces, the Lennard-

Jones (LJ) potential was also deemed adequate to model teifdractions. The LJ

well-depthe and sizes for C and Pd are calculated to be 2.986nd 0.0335 eV using

the LorentzBerthelot mixing rules [41, 124, 125]. A static graphite dudne with fixed

C atomic positions is used to save a computational efforte ifitial clusters were first

relaxed by simple quenching, followed by annealing cyclaclEsystem was then heated

with a temperature step of 50 K. The step size was decread€dkavhen close to melting

temperature.
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Figure 5-2. Atomic distribution function alongcoordinate perpendicular to the graphite
substrate.

5.4 Results and Discussion

We first calculate the total potential energy and heat capacity’, at various tempera-
ture to identify the melting temperature for both graplsitgported and -unsupported Pd
cluster. As shown in Figure 5-1, the potential energiessase nearly linearly with temper-
ature, while heat capacities remain mostly constant at ésmperatures. Near the melting
temperature, simple jumps in baff) andC, values can be easily observed as an indicative
of the phase transition. According to the Figure 5-1, wenestie that the melting tempera-
ture of the unsupported and supported Pd cluster occur &K @®d 1260 K, respectively.
Note that both clusters have much lower melting temperattiven the Pd bulk, which is
1760 K from our previous simulations [116]. The higher nmgjttemperature of supported
Pd cluster is due to the restraining movement of Pd atoms e@rsubstrate, which also
explains the lowering of potential energy compared to treupported cluster.

Atomic distribution functionN(z) is calculated to investigate the organization of Pd

atoms in the clusters at various temperatures. Figure S@ritbes the distribution of Pd
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atoms along the axis perpendicular to the graphite surfaberez=0 is the position of
the graphite surface. We observe that in the solid phasmsab@ve higher density in the
center area, indicated by sharp peaks. This is because &thoperatures, atoms oscillate
around the lattice sites and retain the crystal-like stmgct The peaks become wider and
lower upon heating, and eventually disappear, leading iformly distributed atoms in the
liquid phase. A different set aV(z) distributions for the graphite-supported cluster were
observed at the same temperatures. We see that althougéntperature is well below
melting temperature the supported Pd cluster has greadigggd its atomic distribution
with enhanced peaks close to the substrate (black dasles),lindicating substrate effect
is evident even in the weak field of graphite.

The supported Pd cluster continues to maintain its crystalstructure at the higher
temperature of 1000 K (red dashed lines), as atomic laygrarated by unit cell length
can still be clearly seen, and a gradually decreasing dedstribution with increasing
z. At the melting temperature (blue dashed lines), the enlurster collapses into a wider
ellipsoidal shape, spreading over the substrate with tinsitjereaching essentially zero
at 20A above the substrate. Sharp peaks are evident in the loewwdafers, where the
physical state is clearly liquid-like at this melting temgkire. Similar density distributions
are observed at higher temperatures, with the cluster seleave essentially melted into
a liquid but layered against the surface, as is typicallyeoled in small molecular liquid
physisorption. On the contrary, unsupported cluster haslgwatomic distribution implied
by a smoothV(z) curve.

We have noticed that the shape change of same sized unsegbgexuit cluster and
graphite supported cluster are much different due to th&@xce of the substrate. In order
to characterize the support effect of graphite substratén@motion of Pd atoms and the
surface melting phenomena, we compute components of theityehuto-correlation func-

tion in cylindrical coordinates for the lowest four Pd atera@yers. Both components of the
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Figure 5-3. Velocity autocorrelation functions of the sagpd Pd cluster at 1000K. (a) and
(b) arevy, andv, component correlations for the bottom four layers. Layes the closest
to graphite, layer 4 is the farthest. (e¢)orrelations of different shells. Shell partition is
shown in (d). from shell 5to 1 are color red, green, yelloghtiblue and purple. The three
bottom layers are excluded in the shell partition.
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correlation functions exhibit rebounding oscillationattkdecay with time in Figure 5-3(a)
and (b). Comparing the two plots, has longer correlation time and much larger depth of
the minima thany,, which implies larger amplitude tangential vibrationsrthaaxial. The
correlation ofv, of lowest Pd layer is significantly different from the resttbfee layers
due to the strong interactions between Pd and carbon. Téetomic forces induced by
carbon atoms restrict the large movement of Pd atoms alang direction, forcing them
to stay close to the graphite. This force is reduced withtleesiase irx distances, and has
almost no effect on the Pd atoms above the third layer, wheraatice that the third and
fourth layer have almost the same correlations.on

We again partitioned Pd atoms, excluding the bottom layets 5 shells, as illustrated
in Figure 5-3, withrcut:2.77,& based on the initial equilibrium atomic positions. The
calculation of velocity correlation for each shell shows ittner shells (shell 1, 2, 3) exhibit
rebounding oscillations at lattice sites that decay witheti while outer shells (shell 4 and
5), have nearly liquid-like motion as inferred from the dendamped oscillation with one
minimum before decorrelating with time.

From velocity auto-correlation calculations, we obsertreat many Pd surface atoms
(red dots) have liquid-like behavior at 1000 K, because efdgmaller interatomic forces
from neighbor atoms. This is further verified in the trajegtplot when temperature
changes from 1000 K to 1100 K. The blue dash lines in Figureifiditate that atoms
on close to the surface generally move downward, while iat@ms just exhibity planar
oscillation without moving down toward graphite substrafeclear change of the height
of cluster center with respect to graphite substrate atdnitgmperatures indicates the sup-
ported cluster collapsed from a nearly ball shape to a h&léspwith flat bottom on the
substrate. This is quite different from unsupported casere/the nearly spherical cluster

has an isotropic expansion to the oval shape [116].
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(b)

Figure 5-4. Atom coordinates of (a) surface atoms (atom$éill 4 and 2 as illustrated
in Figure 5-3(d)) and (b) inner atoms (atoms in shell 3, 4 apdfyraphite-supported
Pd cluster at 1000 K (blue dots) and 1100 K (red dots). Blue dm#sconnected to the
corresponding red dots by blue dash lines to indicate theemewt of each Pd atom.
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Figure 5-5. (a) Radial distribution function and (b) anguarrelation function for Pd
clusters.
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Radial distribution functions (RDF) in Figure 5-5(a) impliey similar structural evo-
lutions of Pd clusters with and without support. At room temgiure, they both have sharp
periodic multipeaks, which is a characteristic featureaaf $tructures, and after melting
both of them also show the amorphous feature of a disordémectsre. RDF of supported
Pd cluster have relatively higher and wider peak than theesponding isolated cluster, in-
dicating that the positional correlation of atoms is stemgithin the near neighbor region.
Angular correlation functions (ACF) [126] (Fig. 5-4(b)) aralculated to further illustrate
the structural characters. It is obvious that Pd clusterst Weough almost the same struc-
tural evolution process, showing the support has littleafon the cluster internal structure
change during the heating. As implied by the ACF, at lower terajres, there are four
peaks at 69 90°, 120, 180 respectively, typical bond angles of regular fcc structéxe
higher temperatures, the peaks at, 9080 gradually disappear, while other two major
peaks are still located at 6@nd 120, showing a hexagonal closed packed related struc-
ture [74, 116]. After the entire cluster melts, the broadrdiation of ACF at 60 and 116

demonstrate noncrystalline structure.

5.5 Conclusions

The simulation studies of this work indicate that the freecRdter has lower melting tem-
perature than graphite supported Pd cluster. Surfacengedtifound in both cases, while
several analysis reveal supported Pd cluster has a vepyreliff geometric evolution dur-
ing heating. The supported cluster is seen to melt to a lithatishows liquid multi-layer

physisorbed structure, with sharp density peaks in the f@&tBmic layers near graphite.
This structure is retained well into the liquid phase pastrtelting point. A downward

movement of surface atoms of supported cluster is obsenvéietisurface melting regime.
Structural analysis implies both unsupported and supg@d?teclusters have very similar

structural evolutions, with a slightly more stable crylsta structure for supported cluster
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at higher temperatures. This study is significant for thegtigation of interaction between

Pd and sensor substrate under different temperatures.
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Chapter Six

Density Functional Theory and the Pseudopotential Method

In principle, the complete knowledge about a system can tareddl from the quantum
mechanical wave function. This is obtained by solving thar&dinger equation of the
complete many electron system. However, in practice sglsirch a many-body problem
proves to be computationally difficult. To make is computadilly feasible, it is necessary
to use density functional theory to model the electrontetecinteractions and pseudopo-
tential (PP) theory to model the electron-ion interactioms this chapter, the essential

concepts for total energy calculation using these teclasgue introduced.

6.1 Density Functional Theory

6.1.1 The Hohenberg-Kohn Principle

DFT is based on the principle proven by Hohenberg and Koh8@4 that the total energy,
including exchange and correlation, of an electron gas rsgue functional of the electron
densityn(r) [127]. The minimum value of the total-energy functionalhe ground-state
energy of the system, and the density that yields this mimmalue is the exact single-
particle ground-state density. The Hohenberg-Kohn thearan be stated as follows:
Every observable of a stationary quantum mechanical systmbe calculated from
ground-state density alone, i.e., every observable can Iewras a functional of the

ground-state density.
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6.1.2 The Self-Consistent Kohn-Sham Equations

Kohn and Sham, in the following year, showed it is possibleeface the many-electron
problem by an exactly equivalent set of self-consistent@eetron equations [128].
According to the Kohn-Sham approach, the total energy fanat of electronic states

1; can be written according to Equation 6-1.

E[e] = /vmn ndr+ < // d3 &Pt + Bpoln(r)] + T[n(r)]  (6-1)

wheren(r) is the electronic density given by(r) = 3, [4:(r)|*. Vi, is the static to-
tal electron-ion potentialF,. is the exchange-correlation functional ahds the kinetic
energy functional.

The set of wave function; that minimize the Kohn-Sham total energy functional are
given by the self-consistent solutions to the Kohn-Shamagqguas shown in Equation 6-2

and 6-3.

[hv i veff] Bilr) = ir) 6-2)

Vers = Vion(r) + Vi (r) + Vae(r) (6-3)

wheres; is the Kohn-Sham eigenvalue of electronic stale ; is called effective potential
expressed as total of all the potential terivig(r) is the Hartree potential of the electrons

given by Equation 6-4.
VH — 62/ n(r)n(r )d3rl (6'4)

=

64

www.manaraa.com



V.. IS the exchange-correlation potential given by taking timectional derivative with

respect to density shown in Equation 6-5.

5Exc[n(r)}

‘/:cc(r) = 5n(r)

(6-5)

A schematic map over the iterative process to obtain selsistency is provided in Fig-
ure 6-1. If the density equals the initial trial density, e self-consistency is obtained.
Otherwise, more iteration will be performed until a saitstay result is reached.

As can be seen, the Kohn-Sham equations represent a mapphegmteracting many-
electron system onto a system of noninteracting electransng in an effective potential
due to all the other electrons. If the exchange-correlatioergy functional were known,

the exchange and correlation effects would be exactly deali

6.1.3 Approximations fo¥,. [n(r)]: LDA and GGA

The commonly used methods of describing the exchangetatore energy are the local
density approximation (LDA) and generalized gradient agpnation (GGA). In LDA, it
is assumed that exchange-correlation energy of an eleatrpainte,,. is equal to that of

an electron in a homogeneous electron gas of the same dgi#8fy Thus,

BEPAI()] = [ exeln(0)ln(r)d’r (6-6)

with ,.[n(r)] = €™[n(r)]. The exchange part is elementary and given by Equation 6-

xc

7 [128]

ex(n) = —0.458/r, (6-7)
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Figure 6-1. Schematic flow-chart for self-consistent dgrfsinctional calculations.
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wherer, is the radius of a sphere containing one electron. The atioel part was first

estimated by Wigner shown in Equation 6-8 [129].

ec(n) = —0.44/(rs + 0.78) (6-8)

and more recently with a high precision of abatt% by Ceperley [130], Ceperley and
Alder [131].

GGA goes beyond ‘local’ density approximation. The exclengrrelation functional
in GGA not only depends on densityr), but also on gradient of the densiXyn(r) in
account for the non-homogeneity of the true electron dgndihese functionals can be

generally written according to Equation 6-9.

ESOA(n)] = [ £(n(r), Va(r)d'r (6-9)

Several suggestions for the explicit dependence of thgratel f on densities and
their gradients exist, including semiempirical functittnevhich contain parameters that
are calibrated against reference values rather than beinged from first principles. In
principle, E¢94 is usually split into its exchange and correlation contiitis shown in

Equation 6-10.

GG = pOGA 4 fOGA (6-10)

The commonly used exchange functionals are functionals B8BB86 [132, 133],
P86 [134], PW91 [135, 136], and PBE [137]. The most widely usedetation functionals
are P86, PW91, and LYP [138]. In principle, each exchangetiomal could be combined

with any of the correlation functionals, but only a few comdtion s are currently in use,
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for example, BP86 (Becke’s exchange functional with Perdearselation functional) and
BLYP (Becke’s exchange functional with LYP correlation funaogl).

Another improvement of LDA is called hybrid approximationtroduced by Becke in
1996, where the¥*d s calculated by linear interpolation of the exchange epegdcu-
lated with the exact Kohn-Sham wave functibft* and an appropriate GGAS%4 [139].
The use of GGA and hybrid approximations instead of the LDA teluced errors of at-
omization energies of standard sets of small molecules ¢t of typically 3-5 [140].
This improved accuracy, together with the previously ensptesd capability of DFT to deal
with systems of very many atoms, has made DFT become the theftahoice for calcu-

lating electron densities and energies of most condensgtensystems, as well as large,

complex molecules and clusters.

6.2 Plane-Wave Basis Set and Pseudopotential

Plane waves have many advantages over other types of besjg4H. Slater or Gaussian
functions are mathematically simple to implement, and thevergence of the calcula-
tions can be easily controlled by using plane-wave methdte glane-wave basis is also
independent of atomic positions, which is very convenientbding.

According to Bloch’s theorem, the electronic wave functiam be written as a sum of

discrete plane-wave basis set shown in Equation 6-11 [142].

Pi(r) = Z Cl.7k+GeXp[i(k +G)-r] (6-11)
G

wherek is wave vector, ané is reciprocal lattice vector. The plane-wave basis set ean b
truncated to include only plane waves that have kineticgasiless than some particular
cutoff energy,(h/2m) |k + G.|* , to achieve a finite basis set. However the basis set will

still be intractably large for systems that contain botlewak and core electrons.
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The pseudopotential approximation overcomes this probleailowing the wave func-
tions to be expanded in a much smaller number of plane-wasie beates. This is because
in the pseudopotential approximation, the core electroasemoved and the strong ionic
potential is replaced by a weaker pseudopotential thataaces set of pseudo wave func-
tions rather than the true wave function [143-145]. Themmiseed for a very large number
of plane waves to expand the tightly bound core orbitals aridliow the rapid oscillations
of the wave functions of core electrons. The calculatioreisgrmed with a low cutoff en-
ergy and small the plane-wave basis set. Beyond the corenggmpseudo wave function
and pseudopotential are identical to the actual valence faction and potential.

The construction of a pseudopotential is overall motivégthe following goals:

1. The pseudopotential should be as soft as possible, ngetrahit should allow ex-

pansion of the valence pseudo wave functions using as fave plaves as possible.

2. It should be transferable as possible, thereby helpiagsare that the results will be

reliable in solid state applications.

3. The pseudo charge density should reproduce the valenogectiensity as accurately

as possible.

There are a number of different schemes for generating adppetential, two of the
most commonly used including the Kleinman-Bylander pseotigial [146] and Vander-
bilt or ultrasoft pseudopotential(US-PP) [147]. The lattee allows the pseudopotential
inside core region to be as soft as possible, thus greatlycesdthe plane-wave cutoff
needed in calculations. Despite the complication of gemgrahe US-PP, the computa-
tional cost is negligible compared with the cost of the lasgale calculations. In this

thesis, US-PP is used in all DFT calculations.
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6.3 The Viennab-initio Simulation Package

The calculations in the following chapters are performethuhe ViennaAb-initio Simu-
lation Package (VASP) [148-151]. VASP is a complex packageérformingab initio
guantum mechanical/molecular dynamics (QM/MD) simulagiasing pseudopotential or
the projector-augmented wave method and a plane wave lesi§he expressioab ini-
tio means that only first principles are used in the simulatioesexperimental data are
needed.

VASP has a large amount of settings and specifications &ailar tailoring the calcu-
lations. Some of the features that | have used will be briefgcdbed in the appendix B as
an example of how to start a pseudopotential plane-wave R#culation for a particular

system using VASP.
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Chapter Seven
Interactions of Hydrogen with Pd and Pd/Ni Alloy Chain Fuonalized Single Walled
Carbon Nanotubes from Density Functional Theory

* Accepted by thelournal of Physical Chemistry B

7.1 Abstract

Density functional theory is employed to study Pd and Pd/AMiyamonatomic chain-
functionalized metallic single walled carbon nanotubes SV@\6) and semi-conducting
SWNT(10,0), and their interactions with hydrogen moleculBse stable geometries and
binding energies have been determined for both isolateth€lamd chains on SWNT sur-
faces. We found that continuous Pd and Pd/Ni chains form on B8Wth geometries
close to stable geometries in the isolated chains. Ni altpymproves stability of the
chains owing to a higher binding energy to both Pd and C atdims physical properties of
SWNTs are significantly modified by chain-functionalizati®@WNT(10,0) is transformed
to metal by either Pd or alloy chains, or to a smaller gap senuuactor, depending on the
Pd binding site. From calculations for;Hhteractions with the optimized chain SWNT
systems, the adsorption energy per H atom is found to be &utimes larger for Pd/Ni
chain-functionalized SWNTs than for pure Pd chain-funai@ed SWNTs. Band struc-
ture calculations show that the SWNT(10,0) reverts backnas@ductor and SWNT(6,6)
has reduced density of states at Fermi level upgradtsorption. This result is consistent
with the experimentally observed increase of electricsistance when Pd coated SWNTs
are used as Hsensing materials. Finally, our results suggest that R8INNT materials

are potentially good KHsensing materials.
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7.2 Introduction

Recently, modifications of single walled carbon nanotub&¥NSs) have attracted much
interest because they allow control of the properties oé bhalbes [36, 37]. A carbon nan-
otube with adsorbed metals can significantly change itsipalysroperties, thereby provid-
ing a useful means for manipulating electron transportctvis of value in microelectronic
device design [152]. Our interest is in gas sensing mageriar example, Pd nanoparticle
modified SWNT based sensors are shown to exhibit high seihsdivd fast response to hy-
drogen at room temperature [22, 39]. Pd coated SWNTs havealatsen some advantages
over conventional sensors for methane detection, while B&YNTs show no response to
methane [40]. It is expected that advanced gas sensors cambeucted from these metal
functionalized carbon nanotubes. Thus, theoretical studf interactions of metal atoms
with SWNTs and their response to hydrogen gas are useful terstashd and evaluate
their potential for fabricating microelectronic gas sersevices. The interaction of single
metallic atoms with SWNTSs has been systematically studietiauising density functional
theory (DFT) [153, 154]. However, not much attention hasnbggen to the continuous
metal atom functionalized, especially metal alloy functibzed SWNTs [155, 156]. Gas
interactions with metal and alloy functionalized SWNTs hais® received very little the-
oretical treatment so far. Such studies have the poteritimbbonly explaining sensors
mechanisms but also of suggesting improved sensing miatelissues such as the sta-
bility and structure of sensing material upon gas adsampéind nature of bonding can
be addressed with DFT calculations using pseudopotemtéhptane wave methods. The
pseudopotential approach is based on the discriminatiomele® core and valence elec-
trons. It considers the chemically inert core electrongtiogr with the nuclei as rigid non-
polarizable ionic cores, so that only the valence electi@we to be dealt with explicitly,

and thereby significantly reduces the computational cdst][1The pseudopotential plane
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wave method for DFT calculations has been developed andgied over many years into
a reliable tool for predicting static and dynamic properid molecules and solids [158].
This method has been widely used in the theoretical calonlgtof SWNT systems, in-
cluding functionalizations and interactions with gas noales [159-161].

In this paper, we use DFT methods to study both pure Pd andi Réy monatomic
chain-functionalized SWNTSs and their interactions withriblecules, because Pd is a well
known element used insensing materials [2, 7, 162]. Prior research has showndse p
sibility of forming isolated single atomic chains [163—-1.7&lectron beam evaporated Pd
and Ni were shown to coat SWNTSs with reasonable adhesiorgatidg the possibility of
experimentally realizing chain and cluster functionali&NVNTs with these metals [171].
Therefore, a chain-functionalization study by DFT can bedut examine the stability
of chain-SWNT materials as well as to demonstrate a highéoadaoverage, compared
to single atom functionalization, thus better mimickingt®ms used in experiments. Ni
is used as Pd-alloying element because, like Pd, Ni can ale#lg adsorb H, hence is
widely used in hydrogenation catalytic reactions [172].rbtaver, Ni has been shown to be
important for hydrogen sensors for improving reliabilitydaspeed of the sensor response
in detecting hydrogen [173, 174]. Theoretically, Ni is fouto also have higher binding
energy on SWNT than Pd [153]. The effect of Ni on the perforneamicPd functionalized
CNTs is therefore of particular interest.

In this work, we perform DFT calculations on both semicortthgc SWNT(10,0) and
metallic SWNT(6,6), with similar diameters of 7.g8and 8.14A. First, geometries and
stability of free standing infinite Pd and Pd/Ni monatomiaicis are analyzed. Then, Pd
and Pd/Ni chains are constructed on the tube surface to eeatime formation of chain-
functionalized SWNTSs. Finally, Hmolecules are added to study the interactions and sens-

ing mechanisms. Our primary goal is to reveal the charaatdrggometries of Pd and
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Pd/Ni atomic chain-functionalized SWNTs and to understdraydrogen interactions

with these materials.

7.3 Method of Calculations

The Viennaab initio simulation package (VASP) [148-151] was used to perforroutal
tions within the generalized gradient approximation of PVWEB6] using optimized ultra-
soft pseudopotentials [147, 175] and a plane wave basigketplane wave basis set as-
sumes a supercell geometry that is periodic in all threectiols. The single atomic chains
and SWNTs were considered to be isolated and infinite in lervgth lateral separation
of more than 1 nm. The Brillouin zone of the supercell was sachply Monkhorst-Pack
special x1x31 k-points [176]. Structural configurations of isolated SVéNvere fully
relaxed, and all atomic positions of adsorbate and adsp®WNTs were optimized until
residual forces were within 0.05 ei(/

The binding energy, of chain atoms per unit cell can be calculated in terms ot tota

energy of isolated atom and the chain formed by the same asma$quation 7-1 and 7-2.

EZSPd chain) _ EéPd chain) _ o E(TPd) (7-1)
ElgPd/Ni chain) _ E.;Pd/Ni chain) EéPd) . E;NZ) (7_2)
E(gpd chain+SWNT) _ E;Pd chain+SWNT) EéSWNT) _9 E(TPd) (7_3)

Similarly, the binding energies of chain atoms per unit c@llSWNTSs are calculated
using Equation 7-3 and 7-4E7 is the ground state total energy for the different fully-

relaxed systems, and the factor 2 accounts for the numbed atdmns in the unit cell. In
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all these calculations, there are two Pd atoms or one Pd amdNoatoms per unit cell.

Negative binding energies correspond to energeticallynbd@pecies.

EISPd/Ni chain+SWNT) _ EéPd/Ni chain+SWNT) E:(FSWNT) EéPd) B EéNi) (7-4)

Pd and Ni adsorbed SWNT systems have been reported as hawng erzery small
magnetic moment [153, 177]. Even so, we employed fully gmtarized DFT calcula-
tions to observe any change in the magnetic moment of Pd ai Elthin-functionalized

SWNTSs.

7.4 Atomic Chain Structures

We first studied the Pd and Pd/Ni monatomic chain structtmgs.configurations of chains
were studied, namely, linear chain and zigzag chains. lallbg chains, Pd and Ni atoms
were located alternately. Results are shown in Figure 7-Erevthe binding energy is
plotted as a function of the chain unit cell lengthn the chain direction. These curves show
that Pd and Pd/Ni chains at local minima have larger-madaitinding energies than in
their own bulk systems, which is abou0.7 eV/bond for Pd face-centered cubic (fcc) bulk
and—0.9 eV/bond for Ni fcc bulk, indicating the many atom effecthe bulk [168]. The
largest-magnitude binding energy of Pd linear chain1s21 eV/bond, close to thel.20
eV/bond calculated by Bahn and Jacobsen [168]. The bindiagygrof Pd/Ni linear chain
at local minima is calculated to be larger in magnitude thaat bf the Pd linear chain,
indicating a stonger binding of Pd-Ni than Pd-Pd.

We observe that zigzag chains have much stronger bindimgttieacorresponding lin-
ear chains, which indicates that the preferred geometringfesatomic chain is not linear.

The largest-magnitude binding energy of Pd zigzag chaitedound when Pd bonds form
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Figure 7-1. Calculated binding energy of Pd and Pd/Ni chamatper unit cell as function
of length of unit celld. Two geometries: (a) straight, (b) zigzag chains are shasvn a
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in the right figure. Black and white filled circles are for Pd &diNi chains, respectively.
The binding energy is calculated from total energy diffeeebetween atomic chain and
isolated atoms.
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a narrow angle of 57°%5with d=2.55A, corresponding to the Pd-Pd nearest neighbaj) (
distance ofr,,,=2.55A, and Pd-Pd next near neighborn(n) distance ofr,,,,,=2.65 A.
The other meta stable state is located-att.00A, corresponding to the Pd-Rah distance
of 2.45A and Pd-Pdunn distance of 4.0@, with a wide bond angle of 1091 As seen
in Figure 7-1, the Pd/Ni linear and zigzag chains have olvnaer binding energies than
those of pure Pd. The difference between the binding ergeigi@bout 0.25 eV smaller for
the zigzag than for the linear chains. The first minimum fofNPdigzag chain appears at
d=2.49A, which corresponds to the Pd-Pd and Ni-Ni distance of Ad4and Pd-Ni dis-
tance of 2.46A. The bond angle is 60°5 The second local minimum appears 6¢3.70
A, corresponding to the Pd-Pd and Ni-Ni distance of &7@nd Pd-Ni distance of 2.4,
with a smaller bond angle of 98.1

To understand the stability and character of bonding ofetiesee types of chains, we
studied their electronic band structures and densitietatés (DOS), which are shown in
Figure 7-2. According to the band structure calculatiohsheee chains, linear, wide angle
and narrow angle of both Pd and Pd/Ni species, are metaltweder, the chains undergo
large changes in their band structures upon going fromdi(feg. 7-2(a) and (d)) to wide
angle (Fig. 7-2(b) and (e)), to narrow angle geometry. Irtipalar, the high density of
states near the Fermi level dueddands approaching and crossing the Fermi level in the
linear Pd chain significantly reduces the magnitude of itglinig energy relative to those
of the zigzag geometries which, due to their larger atompessions, and consequently
smallerd state overlap, do not form such broadands. A similar effect has been observed
by Seret al.[166] and Sanchez-Portat al.[167] for monatomic gold wires. The narrower
d bands of metastable broad angle Pd chain also approachrtnel&eel, although they do
so at the zone boundaries. Finally, the band structure afah@w angle Pd chain reveals
flat d bands lying well below the Fermi level. This geometry, whichms almost equilat-

eral triangles, is characterized by 4 nearest neighbopaased to 2 nearest neighbors in
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the linear and wide angle chains. This fact contributes ¢anbrease in the magnitude of
the binding energy in the narrow angle Pd chain. A similatyse emerges for the Pd/Ni
species with exception that now the narrow angle chain doekaved bands approach-
ing the Fermi level. This may be reflected by its shallowealdotal energy minimum in
Figure 7-1 compared with that for the corresponding Pd gsecihe overall lower lying
energy bands in the Pd/Ni systems compared to the Pd reghk iRd/Ni species having
relatively larger-magnitude binding energy. During th&eakation, we did not observe ob-
vious dimerization effects, such as Peierls distortior8]1The calculations were repeated
with the full-potential linearized augmented plane wavel(RPW) method [179, 180],

and equivalent results for band structures were obtained.

7.5 Chains on SWNTs

7.5.1 Pure Pd Chain on SWNT

To form continuous chains on isolated SWNTSs, each superoetams two metal atoms
along the tube direction. Due to different symmetries ofY&nd (10,0) tubes, there are
limited possibilities for placing chains on the SWNTs. Foileswere considered for Pd
adsorption, as shown in Figure 7-3.

Calculations of adsorption energies have shown that for@t®) ube, adsorption on
bridge-1 site is the strongest, while for the (10,0) tube stnongest adsorption site appears
to be the bridge-2 site. From Figure 7-1, we see that the waangle chain is most stable
and a wide angle chain is metastable. Based on this, we detwdadd Pd wide angle
chains on both bridge-1 and bridge-2 sites of the (10,0) &naePd narrow angle chains on
top sites of (6,6) tube. The bond length and bond angle ofhlaéns are slightly changed
due to the curvature of the tubes. In the calculations, wadidbserve magnetic moment

in the Pd chain-SWNT systems.
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Figure 7-3. Schematic drawing of top views of four possililessfor single Pd atom ad-
sorption on SWNT(6,6) and SWNT(10,0). Brown dots representtai® Bridge-2 site
differs from bridge-1 site in that the C-C bond is perpendictib the tube axis at this site.
In the SWNT(10,0) case, bridge-2 site is located on a C-C borallpkto the tube axis.

The Pd chains maintain their overall initial geometrieem@felaxations. The angle
between Pd atoms on (6,6) tube is 33With thenn distance ofi=2.46A as in Figure 7-
1. The curvature of the (6,6) tube and the stronger intemastof Pd-Pd atoms induce
unequal Pd-C distance of 2.Aland 2.26A between the Pd atoms and their nearest carbon
atoms. These distances are larger than the Pd-C distanc@0h Zormed by single Pd
atom on the top site of the (6,6) tube. The bridge-1 site daxbPd atoms on (10,0) tube
form an angle of 107%7with d=4.26 A. This angle and distancéare close to those for
the isolated wide angle chain, shown in Figure 7-1(108uid 4.0A). We also observed
that the Pd adatoms rise above the bridge-1 site, with theCPdistance of 2.4@&. For
the (10,0) tube, the distances between the Pd atoms anch#aerest C atoms are 2.83
and 2.12A, which are smaller than the 2.1 obtained for single Pd atom adsorbed on
the bridge-1 site. The Pd chain on the bridge-2 site stasilet a bond anglg9.6° and
d = 4.27 Ain its most energetically favorable geometry. Unlike lgedl site adsorption,
both C atoms on bridge-2 sites of this (10,0) tube are onghj further away (2.1&\)
from the carbon atoms than in the case of single Pd atom aﬁsm(ﬁ.lm&). As also can

be seen from cross sectional views in Figure 7-4, both typ&MNTSs have slight radial
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Figure 7-4. 3D view of equilibrium geometries of the Pd ch8WNT structures. (a) Pd
narrow angle chain on top site of SWNT(6,6), (b) Pd wide angiairt on bridge-1 site
of SWNT(10,0), (c) Pd wide angle chain on bridge-2 sites of SWIO]0). In all cases,
changes in the tube shape are seen from the cross sectiewal vi

distortions from circular shape to an elliptical shape withjor and minor axes aR; and
R,, respectivly. We calculated radial strain parametersguBiquation 7-5 and 7-6 defined

in terms of magnitude of changes for the tubes.

Ry —R
€R, = 71R0 01 (7'5)
1
RQ - ROQ
€, = 2102 7-6
= (7-6)

Ry is radius of the undeformed (zero-strain) nanotube in trseiade of Pd. It is found
that the Pd chain introduces tensional strain al&gnd compressional strain aloiity.
The Pd wide angle chains on the two different bridge sitesWNJ(10,0) introduce a
different radial strain with bridge-1 site producing a mieger tensional strain (for which,
er,=+0.052) and compressional straiy(=—0.020) than bridge-2 site £, andeg, are
+0.027 and—-0.003, respectively). The Pd narrow angle chain has a nilgligffect on
SWNT(6,6) withe 5, =6.5x 10~ ande,=0.

The calculated binding energies per unit cell for the chaomas on SWNT(6,6) and

SWNT (10,0) are listed in Table 7-1. The adsorption energieshfe single Pd atom on
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Table 7-1. Binding energy of Pd atoms per unit cell on two SWNIEs. ¢ is the distance
between Pd and its nearest neighbor C atéx@. is the electron charge transfer from tube
to adatoms, where positive represents charge transfebéo tu

System Ey(eV) dpa_c(A) dpa_c(A) AQ(e)
Pd chain + SWNT(6,6) —4.01 2.26 2.21 0.11
Pd chain + SWNT(10,0) —3.75 2.13 2.12 0.20
Pd chain + SWNT(10,0) —3.81 2.18 2.18 0.22

" Values measured on bridge-1.
t Values measured on bridge-2.

four different sites range from-—1.20 eV to~—1.50 eV, and the average Pd-tube dis-
tance length is in the range of 2.10-2.A9181]. In this case of Pd chain formation on
carbon nanotube, due to the strong Pd-Pd binding in the ctrerbinding energy per Pd
atom is~—1.88 eV to~—2.00 eV, much larger in magnitude than that of the single atom
adsorption. These values are compared with the bindingygra@rTi chain on SWNTSs,
reported asv—3.24 eV to~—4.08 eV [155]. Ti shows stronger binding with SWNTSs than
many other metals, and can form continous wires. From esfithis work, we conclude
that Pd/Ni chain formation on SWNTSs is energetically favorétde Pd atoms have larger
binding energy on the (6,6) tube than on the (10,0) tube alrtbecause of the stronger
binding of Pd atoms in the narrow angle geometry. Compariagwio studied wide angle
chains of similar geometry on bridge-1 and bridge-2 sitether{10,0) tube, we see that al-
though bridge-1 site chain is closer in geometry to the rstdble isolated chain structure,
the larger-magnitude binding energy appears for bridggezosding. We attribute this to
the larger-magnitude adsorption energy of Pd atom on bidgige than on bridge-1 site
of (10,0) tube as seen in our recent calculations [181].

The electronic structures of the bare as well as Pd chainrastb SWNTSs for both
the (6,6) and (10,0) tubes are presented in Figure 7-5 andéspectively. Figure 7-5(a)

shows the band structure and electron density of state géat(fe. The conduction band
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Figure 7-6. Spin-polarized band structure and DOS of (a) SYIN,D), (b) Pd wide angle
chain adsorbed on the bridge-1 sites of SWNT(10,0), and (&)iéel angle chain adsorbed
on the bridge-2 site of SWNT(10,0). Fermi level is set as zero.

and valence band meet at Fermi level indicating that the imibeetallic. The separation
between two van Hove singularities around Fermi level i$ &%, which is in agreement
with results of Reiclet al. [182]. Figure 7-6a shows the band structure and DOS of the
semiconducting (10,0) tube. The band gap between the baifaime conduction band
and top of the valence band Btpoint is about 0.75 eV, also in agreement with previous
results [183].

Figure 7-5(b), 7-6(b), and 7-6(c) show that upon adsorpatid?d chains, the electronic
properties of both SWNTs undergo many significant changes.ofiginally degenerated
states are split in both valance and conduction bands dyetmetry breaking of the wave

function. As shown in Figure 7-5(b), the Pd-SWNT(6,6) systemains metallic. In fact,
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an increase in density of states around Fermi level lead$itgheer electrical conductivity
of the Pd-SWNT(6,6) system. The charge transfer study [18as there is about 0.1 eV
per unit cell electron transferred from Pd chain to the (&)6¢. As shown in Figure 7-6(b)
and 7-6(c), the band structures of (10,0) tube show difteedactrical property changes
upon the adsorption of Pd chains on different sites. In th#gerl site adsorption, band
gap of the bare tube is significantly reduced to a low 0.15 di¢ @xistence of this small
gap suggests that the system is a narrow gap semiconducterahaHowever, when Pd
chain is added on the bridge-2 sites, metallic charactdrssmwed through crossing of the
Fermi level neaf” point, with DOS at the Fermi level of 4.5 states/eV. Approately 0.20
and 0.22 electrons transfer from bridge-1 and bridge-2Riitehains to the (10,0) tubes,
respectivly. All this suggests that different electronrogerties of a carbon nanotube can

be achieved through decorations of the tube by the same etemalifferent sites.

7.5.2 Pd/Ni Alloy Chain on SWNT

Pd/Ni alloy chain-functionalized on the same tubes werdistuby substituting alternate
Pd atoms with Ni atoms, and then relaxing the systems. Ni &oeported to have stronger
binding with semiconducting tube (8,0) than Pd atom [158Y &li can also improve the
reliability of Pd nanomaterials, especially in hydrogemseg applications [173, 174].
Here, we used the same initial configurations as the pure &d<functionalized SWNT
systems, however we found the total energy was not congidiining relaxation of the
bridge-1 site adsorbed Pd/Ni chain+SWNT(10,0) system. &tbeg, in the study of Pd/Ni
alloy chains on SWNTs, we considered only two configuratioaspely the narrow angle
alloy chain on top site of SWNT(6,6) and wide angle chain oddmet2 site of SWNT(10,0).
Their equilibrium geometries are shown in Figure 7-7. Sigant changes in the cross
sectional shape of tubes are observed as shown in Figut® 7SM/NT(6,6) mostly retains

its circular cross sectional geometry because of the weakBd-C interactions induced by
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Table 7-2. Calculated binding energies, charge transfer,naagnetic moment for Pd/Ni
chain-SWNT systemdp,_¢ Is the distance between Pd and its nearest neighbor carbon
atom. dy;_c is the distance between Ni and its nearest neighbor carlwon. afh\Q is

the electron charge transfer from tube to adatoms, wheléygogalue means tube gains
charge.

System Ey (eV) dpa—c (A) dyic (A) AQ(e) ulis)
Pd/Ni chain + SWNT(6,6) 498  2.36 197 0.8 0.76
Pd/Ni chain + SWNT(10,0) —4.34 2.24 1.99 0.30 0.08

T Values measured on bridge-2.

strong Pd-Ni coupling. Again, radial strain calculatioroafs a negligible strain effect
introduced by Pd/Ni narrow angle chain on SWNT(6,6). Howetier Pd/Ni wide angle
chain produces +0.056 tensional strain aldtgand —0.037 compressional strain along
R, of SWNT(10,0), which are both much larger than for the pure Rtewangle chain on
the same site shown in Figure 7-4(c). A larger binding enaray observed than in the case
of pure Pd atoms on the same tubes, as shown in Table 7-2. hrchses, we observed a
much smaller distance between Ni and C atoms than betweendP@ atoms. The bond
angles of Pd/Ni chain on (6,6) tube and (10,0) tube are°%h8 112.3, respectively, very
close to the angles of 60.and 98.2 in their stable geometries as isolated chains, as shown
in Figure 7-1.

The spin polarized band structures shown in Figure 7-8 anéagiin form to the ones
obtained for SWNT(6,6) and SWNT(10,0) decorated with Pd chah Figure 7-5 and 7-
6. However, we now observe splitting of the spin bands, moiia the case of Pd/Ni chain
adsorbed SWNT(6,6) than in case of Pd/Ni adsorbed SWNT(10/@therefore conclude
that the introduction of Ni atoms produces magnetic momeftie systems, higher in the
case of metallic SWNT(6,6). Table 7-2 lists correspondingesfor .

The additional bands in the band gap region are related tdeluealized states from

the Pd/Ni chain. For instance, from the atom projected DOMgare 7-9, we can clearly
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Figure 7-7. 3D views of equilibrium geometries of the Pd/Ram-tube structures. (a)
Pd/Ni narrow angle chain on top site of SWNT(6,6), (b) Pd/Nievangle chain on bridge-
2 site of SWNT(10,0).

see that they are contributed by the states from both Ni andaid the neighboring C
atoms. The major binding state of Pd and Ni with their neaeatoms appears at about
—0.75 eV and-2.00 eV, respectively. This suggests a stronger bindingdsst Ni and C
than between Pd and C. To further explore the electronicantiems and delocalization of
electrons belonging to Pd, Ni and SWNT, we have plotted thed &éctron density across
various cross-sections of the Pd/Ni chain functionaliz&éN\g's in Figure 7-10. As shown
in Figure 7-10, electrons in the area under chains are deledaand distribute on both
metal and carbon atoms. The charge transfer shown in TaBlendicates that a larger
number of electrons were transferred upon alloying, mote tire SWNT(10,0) than onto
the SWNT(6,6). The magnetization density, defined as therdiffice between spin up and
spin down density, shown in Figure 7-11 shows that a strosgipe magnetization density
located on Ni atom, indicating the magnetic moment is mosalried by Ni, but not by
Pd or tubes. Comparing the two tube systems, we notice thatagmetization density is
found at SWNT(10,0) C atoms, but a low magnetization is foustfiduted on the C atoms

on the SWNT(6,6), showing the delocalization of the magnmienent. The distribution
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Figure 7-10. Contour plot of total (spin-up and spin-dowrgrae charge density on three
planes for Pd/Ni chain functionalized SWNT(10,0) (uppew &d/Ni chain functionalized
SWNT(6,6) (lower). The planes are through the cross sectidheotube and different
location on the Pd/Ni chain.

of the magnetization density around the Ni atom resembésreint shapes in two chain-
SWNT systems: a-like orbital shape on (10,0) tube andydike orbital shape on (6,6)

tube.

7.6 H, Interactions with Chain-Functionalized SWNTs

Experimentally, Pd functionalized SWNT have been studieHasensors, and good re-
sponse have been observed through a large change in resif28h Theoretical [185, 186]
and experimental [187, 188], studies have shown that mtaebydrogen interaction with
bare carbon nanotubes is a weak physisorption processjomitadsorption energy. The
chemisorption state with molecule dissociation has beendas hydrogen molecule is
very close to the tube surface, however approximate eneagyebs of 2.5 eV [28, 189]
and 3.4 eV [190] are needed to be overcome for SWNT(6,6) an@)1l@spectively, to
dissociatively chemisorb ajHnolecule onto the tube. In this section, we study the inter-

actions between Hmolecules and functionalized SWNTs by placing onenkblecule on
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Figure 7-11. Contour plot of magnetization density (spiranf spin-down) on two planes
through Pd or Ni and the tube for the same systems as in Figliée 7

top of both Pd and Ni atoms. We have tried two different wayplating H, molecules
by letting H-H bond either parallel or perpendicular to ch8WNT axis. After relaxing
the systems, we did not observe any significant differencdsmal geometry or binding
energy. The results shown here are from the initial strestwhere H-H bonds are parallel
to the tube axis as shown in Figure 7-12. For a comparisonedtlifierent interactions
between pure Pd chain and Pd/Ni alloy chain functionali2z&NS's, we study four out of
five systems shown in Figure 7-4 and 7-7, except for the bridgiée Pd functionalized
SWNT(10,0).

The dihydrogen complex of Hand Pd was reported to have an H-H bond length of
0.86 A, and a Pd-H bond length of 1.6% [191]. Our calculation of a free PdHgave
the same result. In investigating the adsorption of,antblecule on Pd and Pd/Ni chain
functionalized SWNT(6,6) and SWNT(10,0), we observed thsatimtion of H. The

distance between the two dissociated H atoms is 8.88 Pd and 0.8@& on Ni on both
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types of carbon nanotubes, therefore we conclude that thkeggometry of individual K
molecule on Pd is not affected by the species of its neightoons \We have calculated the
adsorption energy of one H atom with respect to thantdlecule according to Equation 7-

7.

1 , ,
B 2 [ ichaintSWNT+4H) _ plchaintSWNT) _ o EP}HQ)} (7-7)

We obtained the binding energies of -0.13 eV and -0.33 eV toe d functionalized
SWNT(6,6) and SWNT(10,0),respectively, and -0.17 eV and8-@M for the same alloy
functionalized systems. The negative values of these mjgneinergies could be compared
with the adsorption energy per H atom(energy gain per H atpanwadsorption of a H
molecule on the surface) at low to medium hydrogen cover@gel] on Pd single crystal
surfaces of 0.450.5 eV. [192, 193] Differences between our calculated \&foethe Pd-
SWNT cases and the literature values for the Pd surfacesaretfre differences in the
surface coordination of adsorption sites in these diffesgstems. Stronger adsorption is
seen in the alloy functionalized systems. The adsorpti@iggndecreases strongly with
increasing hydrogen coverage. [193, 194] For exampl®=at.25, the adsorption energy
can be as low as about half of the adsorption energy-at. Our results show that a Pd
narrow angle chain functionalized SWNT(6,6) has much loweaéksorption energy than
a Pd wide angle chain functionalized SWNT(10,0). This is tyddecause of the higher Pd
local density of the narrow angle chain, which provides tgssn space for Hadsorption.
We also find that Ni alloyed Pd chain functionalized tubeshagher H adsorption energy
compared to the pure Pd functionalized tubes. This seemertftiat with the fact that
Ni-alloying decreases Hsensitivity in sensor application. However, an alloyinduoed
sensitivity decrease is usually seen in the experimentsenilen thickness is from about

50 to about 2000 nm. In that case, a diffusional transport is mainly responsible for the
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sensitivity, in other words, the magnitude of the respor&ace the diffusion coefficient
for H atoms in Pd is about)? times larger than in Ni at room temperature [195], we usually
see a decreased sensitivity of hydrogen sensors when Raased by Ni. If the hydrogen
diffusion process is not a limitation, such as when an ataltyichin film is used, then
we would see a bettergbensitivity on Ni, as Ni has a higherHdsorption energy than
Pd [192, 196, 197]. This is also why we see larger adsorptieargy when Pd/Ni alloy
chains are decorated on both types of SWNTSs.

Adsorption of H molecules changes the geometry of chains on the tubes irsppezts,
as shown in Figure 7-12: the bond angle of metal chains andisfience between metal
atoms and carbon atoms. From the calculations, we have Beavérall bond angles of
atomic chains decrease with an almost unvardedror example, the bond angle of pure
Pd chain on SWNT(6,6) and (10,0) decrease to4arkl 97.6 from 53.0 and 99.6, and
alloy chains decrease to 52.8nd 106.0 from 57.% and 112.3. Upon H, adsorption,
the Pd chain on SWNT(6,6) shows a large expansion, nearlya@mathe zigzag chain
into linear chains. Other systems also have shown diffeslegtees of chain expansion
toward two different directions. This is mainly caused bg threpulsion, which is larger
on narrow angle chains. On the other hand, we find the inttomluof H, molecules
strengthens the metal-carbon binding by lowering the chamthe tube surface. We have
observed that with 5} Pd—C distances from pure Pd wide angle chain-SWNT(10,0) system
increase about 1.7%, but the P@ and Ni~C distances from Pd/Ni chain on the same
(10,0) tube show no length change. In the narrow angle el8B#WNT(6,6) systems, due to
the significant change of the chain geometry, Pd-C distamaes a slight decrease of 0.6%
compared to chain-SWNT(6,6) without,Hwvhile Pd-C and Ni-C distances in alloy chain
decrease about 3.1% and 2.2%, respectively aftaslddsorbed on the (6,6) tube. These
observations indicate that the presence péffiects the chain geometry and adatom binding

with SWNT differently. For different systems, large morpbgy changes are observed in
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Figure 7-12. 3D views of equilibrium geometries of the &tlsorbed Pd and Pd/Ni func-
tionalized SWNTs. The color scheme is same as previous fig&msll bright blue dots
are hydrogen atoms. (a) and (b) are SWNT(6,6) systems, (c(dnake SWNT(10,0)
systems.

narrow angle chain-tube systems. A strong Ni-Pd bindingnfid alloying prevents narrow
angle chain from splitting and peeling from tube surfaceruggposure to K As for the
carbon nanotube geometry, from Figure 7-12 and axial sparameter calculations, we
find that H, produces less strain to functionalized (10,0) tubes, wtierénitial distortion
by Pd and Pd/Ni functionalization shown are maintained. THngest H induced tube
geometry change is observed on pure Pd chain functional&é)l tube due to the chain
splitting, where tensional strain alorfgy is +0.025 and compressional strain aloRgis
—0.033.

In Figure 7-13, we present the band structure and DOS forahedystems. We note
that the adsorption of hydrogen changes the electroniceptieg of chain functionalized

SWNTs. The electron density of states of the (6,6) tubes ar&@nmi level (Fig. 7-13(a)
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Figure 7-13. Band structure and DOS for the four systems sloWwigure 7-12.
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and 7-13(b)) decreases significantly compared to the DO8-@chRin-SWNT(6,6) (Fig. 7-
5(b)) and of Pd/Ni-chain-SWNT(6,6) (Fig. 7-8(a)). In Figutel3(c) and 7-13(d), we see
the band gap of 0.58 eV and 0.35 eV at Fermi level in Pd and Rdiain functionalized
(10,0) tubes, indicating the systems are transformed back metal to semiconductor.
Both the decrease of electron density of states in the SWN)Iggstems and the band gap
opening in the SWNT(10,0) systems imply a significant inoeezfslectrical resistance of
the material. This result is consistent with experimentaesvations from other groups,
where Pd coated SWNTs have been utilized insensing [22, 39]. In these experiments,
an individual Pd coated semiconducting SWNT [22] and a Pdecbiin, uniform SWNT
film [39] were used, respectively. Both experimental ressittsw dramatic, reversible in-
crease of resistance of the sensing materials upon expsoydrogen gas flow, indicating
Pd coated SWNTs have very good sensitivity ferdétection. The single tube sensor con-
figuration utilized by Konget al.[22] consists of discrete Pd particles decorating the tube
surface, while the random matrix of surface-dispersed SW89kwere connected with
a more or less continuous Pd film. In comparison, our calicuatare for a continuous
monatomic wire on the SWNT. Both the literature reported expental results and our
DFT calculations show that the resistance increases upaxpbsure. If we construct a
series-parallel array of resistances composed of metaB8viN T segments as an equiva-
lent circuit, then our DFT calculations can be interpretethtlicate that both continuous
coating by metal and decoration by discrete particles di bagtallic and semi-conducting
SWNTs lead to the same response of increased resistancerogleydsensor applications.
However, the magnitudes of response depend on the natuhe afibe, being larger for
semi-conducting SWNTs. Charge transfer upgraldsorption would indicate whether the
resistance change is primarily in the tube or coating. Oafyasis shows that H atoms are
slightly negatively charged and the originally negativeiivarged SWNTSs gain more charge.
Pd and Pd/Ni functionalized SWNT(6,6) both gain 0.14 e, and S¥(N0,0) gain 0.03 e
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and 0.06 e, respectively. Thus, upon &tdsorption, the two functionalized SWNT(6,6)
gain about 0.1 e more charge than the two functionalized SWO|T§. Pd/Ni chains do
not bring significantly larger amount of charge transfer athbtypes of SWNTs than Pd
chains. The extra charge transfer from chains to SWNTSs isaltieetH, adsorption, which
readjusts the positions of Pd and Ni atoms on the tube sudiadecause charge redistri-
butions between chains and SWNTSs. This is especially truth®oEWNT(6,6), where the
narrow angle geometry yields a large chain expansion ottisgliafter adsorbing H and
induces a significant charge redistribution. These chaayester results suggest that H
sorption brings more electrons to the initially negativeharged SWNT from the chain
functionalization. While this may indicate a decrease irettgsistance, the overall system
resistance is indicated to increase from the band struatatdOS results. Hydrogenating
of the metal appears to increase resistance significantly.

Finally, we note that after Hadsorption, the initial magnetic moment carried by the
Pd/Ni systems disappear and the systems turn nonmagnédte.ddmagnetization of Ni
bulk and surface by Hadsorption were understood as the involvement of the-Bliates
with H s-state, which tends to makkshell more nearly full and as a consequence consid-

erably reduces the magnetic moment [198, 199].

7.7 Conclusions

In this work, we have presented a detailed analysis of faonaif atomic Pd and Pd/Ni
chain structures and their interactions with SWNT(6,6) ad¢éN3 (10,0). We found that
zigzag chains are energetically more favorable than linbams, and the overall binding
energy is higher in the Pd/Ni alloy chains than in the pure Falres. The addition of Pd
and its alloy chains on the tube surface modifies the eleictsiructure of both types of
SWNTSs. The chains have similar geometry on the tube surfagethsir isolated states,

showing stable continuous Pd and Pd/Ni monatomic chainsbeaformed on SWNTSs.
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The increase of electron density of states around Fermi E&veances the conductivity
of SWNT(6,6), whereas the additional states from chains at lgap region effectively
transforms SWNT(10,0) into a metal. Charge transfer phenomerobserved from chain
to the tube in all the cases, with a larger amount being tesiresd from the alloy chain.
The Pd/Ni chain also induces a magnetic moment in the tubeolerve that the Pd/Ni
narrow angle chain functionalized SWNT(6,6) has much langggnetic moment than the
wide angle chain functionalized SWNT(10,0). Spin densitywshthe magnetic moment to
be mostly concentrated on Ni atoms but on different orbdatermined by the interactions
between Pd and Ni in the chains.

Calculations of H interactions with these metal and alloy chain functiorediSBWNTs
show different degrees of geometrical changes. Due tosepubetween H atoms, the Pd-
chain-SWNT(6,6) shows the largest expansion. Our resuti& shat Ni can improve the
stability of Pd chain on tube surface, as well as increasdydeogen adsorption energy.
The electronic property calculations indicate a decredselextron density of states at
Fermi level in the functionalized SWNT(6,6), and band gagpesong in the functionalized
SWNT(10,0) which turns a metallized (10,0) tube back to sendeictor. These electronic
property changes can significantly reduce the conductahteeaubes, which explains
the reported experimental observation on Pd functiondl@&/NTs in hydrogen sensor

applications.
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Chapter Eight

DFT Study of Pd Functionalized Carbon Nanotubes as Hydroges@s

8.1 Abstract

Density functional theory is employed to study the perfanoeaof Pd functionalized single
walled carbon nanotube as hydrogen sensors. Our resulsndérate that axially discrete
Pd monatomic coating is able to metallize the semicondg@®WNT. A significant de-
crease of electrical conductance upon hydrogen adsongtioinserved due to the electron
saturation of Pd/ state, which brings it below Fermi level. An examination VST
fully coated with Pd indicates Pd atoms are able to disteimenly on the SWNT sur-
face without destroying the morphology of the tube. It isented that both Pd partially

functionalized and fully coated SWNTSs can be used as hydregesor.

8.2 Introduction

Recently, great advances have been made in demonstratimpthity of using carbon
nanotubes as a valuable platform for the development oftsengas detectors. Surface
functionalization of carbon nanotube has been of much estebecause it enhances the
properties of bare SWNT for many purposes. The functionttimeof carbon nanotube
offers further scope for improving the sensing performaawee for detecting wide range
of gas species that are not detectable by bare carbon nasof2b, 39, 40, 200-203].
For example, bare single walled carbon nanotube (SWNT) hassponse to hydrogen,

however, Pd nanoparticle modified SWNTs are shown to exhigit Bensitivity and fast
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response to hydrogen at room temperature, seen by a sigmiétectrical conductance
drop upon exposure to small concentrations {22, 39]. Even though these recent work
have shown that functionalized SWNTs achieve much succeagssisensing, it also raises
many unanswered questions, such as: whether the sensialildgps permanent [160];
how the gas interaction affects the functionalized carlammotube and if the advantages of
intrinsic carbon nanotube maintained; if charge transfeoty can explain for the electrical
properties change; etc. Theoretical studies of functinedl SWNT and its interaction
with gas molecules can help develop a better understandithg sensing mechanism and
evaluate the potential for fabricating molecular sensgiads from these sensing materials.

In our previous study, we found a Pd chain metallizes sendgigoting SWNT(10,0).
This metallicity disappear upon.Hhdsorption, which would imply a conductance modula-
tion consistent with experimental observations [22, 38]this previous study, the contin-
uous Pd monatomic chain was placed along the axial directitine SWNT. Both of the
chain and tube were considered to be infinitely long. In tliggy, we study another class
of chain-functionalized SWNT systems, where Pd atoms ateluised discretely along
the nanotube axis, but form continuously along the nanotidlcemference.

In addition, we also study a SWNT fully coated with Pd. Expemtally, SWNTSs fully
coated with various metals have been demonstrated by Zéteaig where Pd is shown to
be able to form a semicontinuous coating on SWNT [171]. Thexaky, Ga or Ti fully
coated SWNT systems have been studied [204, 205]. The metakaittached on each
hollow site of SWNT (8,0) exhibit a nonuniform distributiorThe interactions between
metal and carbon nanotube were severely weakened and taectobs section had an
obvious deformation to either an elliptical or square-lgteape. Here, we show that Pd
monatomic layer can be formed evenly on SWNT(10,0) withowials distortion of the
intrinsic tube. A potential of using fully coated SWNT andimwal functionalized SWNT

as hydrogen sensor is also discussed.
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8.3 Method of Calculations

The ViennaAb-initio Simulation Package (VASP) [148-151] was used to perforroucal
lations within the generalized gradient approximation W9 [136] using optimized ul-
trasoft pseudopotentials [147, 175] and a plane wave basig ke functionalized SWNT
was considered to be isolated and infinite in length, witbrkdtseparation of more than
1 nm. The Brillouin zone of the supercell was sampled by Momg&tkBack [176] spe-
cial 1x1x31 k-points. Structural configurations were optimized luesidual forces were

within 0.05 eVA.

8.4 Results and Discussion

In order to construct an axially noncontinuous Pd chaircfimmalized SWNT system, the
Pd monatomic chain, containing 20 Pd atoms per supercglaced around carbon nan-
otube on bridge-2 sites, as shown in Figure 8-1. Two carbootde primitive unit cells
containing 80 C atoms are used in each supercell. Each &ddhial is separated of about
8 Aon the SWNT surface, therefore is considered noncontinatorgy nanotube axis. In
this chapter, only semiconducting SWNT(10,0) is studied.co@ding to our previous
study, Pd chain-functionalized SWNT(6,6) show similar hetwaas chain-functionalized
SWNT(10,0).) Semiconducting carbon nanotubes are more aoyrased in conductivity
based hydrogen sensors rather than metallic carbon nasof2, 28, 206].

The calculated electronic band structures near Fermi knespresented in Figure 8-
2(a) and (b). A bare SWNT(10,0) is a semiconductor having al lgmap of 0.75 eV. Pd
radial chain increases the Fermi energy and yield additifsaaspin-up and spin-down
bands in the band gap of the bare SWNT. This agrees with thelasdd magnetic moment
of 1.2 uB of the system. The SWNT(10,0) is metallized upon on Pd adisorp the form

of a radial chain because the bands cross the Fermi levebduerease of Fermi energy
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Figure 8-1. Equilibrium geometries of Pd radial chain-fumealized SWNT(10,0).
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Figure 8-2. Spin-polarized band structure of (a) bare SWR;Dland (b) Pd radial chain-
functionalized SWNT(10,0). (c) The density of states of Qragan a bare SWNT(10,0)
and functionalized SWNT(10,0) are shown as solid and dottex] tespectively . Fermi
level is set at 0 eV (horizontal dotted line).
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and the hybridization between @&states and Pd states. The original gap between the
SWNT(10,0) binding £) and anti-binding£*) bands reduce t6-0.45 eV. The summation
of DOS of 80 C atoms in Figure 8-2(c) exhibiting high density{rarmi level, implies such
a transform is contributed by the carbon nanotube. Chargsfegaanalysis shows a total
of 2.1 electrons were transferred from Pd to the SWNT, whigtwrdance with the band
structure and DOS results.

The binding energy per Pd atom per super cell, calculated fquation 8-1, is-1.9
eV. This indicates Pd atoms in radial chain-functionali®MNT have stronger binding
energy than that of a single Pd functionalized SWNT, whichisvin to be—1.5eV from
previous calculations. We note that this value-d.9 eV is almost same as the binding
energy of Pd in a axial chain-functionalized SWNT, implyihg thain geometry has negli-
gible effect on binding energy when the Pd are placed in theesates, such as the bridge-2

site in this case.

1
Eépd) _ v [E:(FSWNT+NPd) _ E(TSWNT) _ NE;Pd) N =20 (8-1)

A shorter averagen Pd-C distance of 2.1A is observed in the radial chain-SWNT,
compared to the corresponding distance in the axial ch&/iiNg However, the average
nnn Pd-C distance increases, namely each Pd atom is no longallyefaunded by the
two bridge-2 C atoms as it is in the axial chain. The averaggeaetween Pd atoms is
88.6, with the average:n andnnn Pd-Pd distance of 2.7& and 3.83A. The decreases
of nn andnnn distance and chain angle compared to the SWNT supporteddrdad can
be attributed to the curvature of the chain induced by the SWAXdm the cross sectional
view in Figure 8-1, the tube does not appear to be distortethasn in Figure 7-4, where
an elliptical shape with a major axis under Pd chain is sedre mMeasurement of radial

distance along the circumference of the SWNT indicates theration of Pd atoms slightly
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Figure 8-3. 3D views of equilibrium geometries of hydrogeis@bed Pd radial chain-
functionalized SWNT(10,0). From top to bottot®=0.35, 0.60, 1.00.

expands the tube diameter, where Pd radial chain is plaged]1B0, while the diameter of
the cross section not adsorbed by Pd chain is not affected.

Next we study the Klinteractions with Pd radial chain-functionalized SWNT.fBiént
hydrogen coverages), (O is calculated by the ratio of the number of hholecules to Pd
atoms) of 35%, 60% and 100%, are used. Their equilibratedtstres are illustrated in
Figure 8-3.

The adsorption energy of one H atom with respect tonkblecule is calculated by

Equation 8-2.
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Table 8-1. H adsorption energie®,,, averaged atomic distancds averaged nearest
neighbor distancesn, chain anglesy, and magnetic momeni for Pd radial chain-
functionalized SWNT(10,0) systems with different ebveraged, nn anda are measured
for H adsorbed Pd atoms only. The results are averaged owetumber of adsorbed,H
molecules.

© E,(eV) dy_p' dpi_g' rnnpec' nnpipd o p(uB)

0.00 — — — 2.13 2.72 89.3 1.22
0.35 0.38 0.84 1.76 2.15 2.79 88.5 0.96
0.60 0.37 0.84 1.77 2.15 2.78 86.1 —
1.00 0.37 0.84 1.77 2.15 2.79 86.3 0.00

T Values reported in angstrom.
t Values reported in degree.

1 chain chain N
Ezzd = E;SWNT—{- hain+NH) . E}SWNT—}- hain) . §E;H2) (8'2)

N
where N is the total number of H atoms. The results of H adsor@nergy are shown in
Table 8-1. Comparing with the axial chain-functionalized SWHN, has higher dissocia-
tive adsorption energy on the radial chain-functionali2®dNT. This can be contributed to
the fact that the radial chain geometry has a smaller suréaration upon kladsorption.
This is seen from the comparison of axial and radial chaucsire change before and af-
ter H, adsorption. Table 8-1 indicates that the distance betweertdissociated H atoms
and Pd-H bond length are not affected by the coverage, be@uwesy H is adsorbed on
different Pd atoms.

For partially adsorbed Hon radial chain-functionalized tube®+0.35,0=0.60), the
nn distance of Pd radial chain in the part that is covered bydwyein is larger than the part
that is not covered, which is about the sameas,_p; at©= 0. At the©=1.00, thenn of
the Pd radial chain is larger than that of the unabsorbeddhdl ichain-functionalized tube.

This is most likely caused by the repulsion of H atoms as aea 1 the previous chapter of

axial chain-functionalized tubes. Due to the adsorptiodlpmolecules, Pd atoms show a
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Figure 8-4. Spin-polarized band structure of hydrogen dmsb on Pd radial chain-
functionalized SWNT(10,0). From (a) to (c®»=0.35, 0.60, 1.00. (d) Local DOS of
Pd atoms at differertd.
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slight displacement on the SWNT(10,0), however the PdaClistances increase less than
1.0% with respect to the corresponding distances befgr@ddorption. This observation is
different from the axial chain-functionalized SWNT(10,@here a larger increase of 1.7%
of Pd-C distances was seen upop &tlsorption. Pd atoms in the radial chain have less
freedom of motion than in the one dimensional axial chainh@SWNT, and this prevents
these Pd atoms from moving on, lddsorption.

Unlike Pd axial chain-functionalized SWNT(10,0), Pd radiahin-functionalized tube
has magnetic moment of 1.28B. The onset of magnetism is associated with the increase of
density of states at Fermi level, caused by the local synmyneéisnge, or by the increasing
the percentage of Pd atoms, as discussed by Sampedtq207]. The magnetic moment
carried by the system decreases as the hydrogen coveragases, as a results of the
filled-up 4d states and the consequent reduction of density of statesrati Fevel [208].
Charge density calculations show 0.005 electrons per H atentransferred from Pd to
H atoms. The electron density associated with the Pd fumalimed SWNT increases by
~0.2 eV ato=1.

According to the band structure, the hydrogen-induced leppkars~8 eV below
Fermi level of the Pd-SWNT system, in agreement with the vady®rted in the Pd-H
system [209, 210]. Due to the presence of H atoms in the Pd;e¢hmi energy is shifted
upward relative to thel band of Pd. Prior to Hadsorption, the Pd band is mostly
filled. The adsorption of H atoms drastically reduces the dDghe Fermi level with a
corresponding decrease in the number of anti-bonding baeds Fermi level as shown
in Figure 8-4(a) and (b). At high H coverage, tiidband becomes completely occupied,
resulting in a zero DOS at Fermi level. As a consequence, dhe gap from the SWNT
reappears at Fermi level. The gradual decrease of DOS ofdPdasawith increasing
can be clearly seen from the summation of local DOS of eachtétd an Figure 8-4(d).

The band structure and DOS change of Pd due to Pd hydride fiormapon hydrogen
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Figure 8-5. 3D views of equilibrium geometry of Pd fully cedtSWNT(10,0).

adsorption has been discussed by Chan and Louie [211]. Asrsimofsigure 8-4(a)-(c),
the metallic nature is maintained &=0.35, 0.60, and band gap 6f0.48 eV appears
at ©=1.00, indicating that the metallic Pd radial chain-funcibzed SWNT has been
transformed to a semiconductor. The resulting band gapastabe same size as ther*
gap of Pd functionalized SWNT before lddsorption as shown in Figure 8-2(b), consistent
with the charge preservation of the tube during adlsorption. The reappearance of the
band gap would imply a significant response in the sensoicghign. Since it is clear that
the Pd atoms are discrete along the tube direction, our DFETileéions can be interpreted
to indicate that both continuous and noncontinuous deicmsaby Pd of SWNT(10,0) lead
to the same response of increased resistance in hydrogsarssplications. This is in
agreement with experimental observations of Kehgl.[22] and Sippel-Oaklegt al.[39],
where a noncontinuous Pd coated semiconducting SWNT wed 228k

We next investigate the possibility of fully coating the lman nanotube with one Pd
atomic layer. Previous experimental results reported anget al. reveal that for a 0.5 nm
Pd coating, the discontinuity in the coating is appareni]1However, they also pointed
out that metal coating on nanotubes could be influenced bguadeposition conditions
including temperature. Our calculations show that a Pd rtoonia layer can be coated

uniformly on SWNT(10,0) at O K.
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Fully coated SWNT systems have been studied by Duedah. where Ga or Ti atoms
attached on each hollow site of SWNT (8,0) exhibit nonunifaiistribution [204, 205]. In
the both studies, the interactions between metal and tleevirgibe severely weakened and
the tube cross section showed an obvious deformation teredtlelliptical or square-like
shape. Here, a SWNT(10,0) fully coated with Pd is construbtegdlacing one Pd atom
on each bridge-2 site, namely, 20 Pd atoms per carbon nanoiuib cell. The system
is relaxed under the same criteria as previous calculafmnshain-functionalized carbon
nanotubes. From the equilibrated structure in Figure 86 see that Pd atoms are able
to form evenly on the tube surface without any tube distartidhe binding energy per
Pd atom is 2.31 eV, higher than that of chain-functionali®&NT(10,0), owing to the
stronger Pd-Pd coupling. The Pd-C distance range betw@ad2and 2.24A, indicating
that the Pd is bound strongly with the C atoms. The averagelistance of Pd-Pd is
2.87A. Two bond angles are defined here: axial bond angle equivalent to the bond
angle described in the axial chain, and circumferentialdbangle,a,, equivalent to the
bond angle of a radial chain described in this chapter. Tloeaverage bond angles in the
Pd fully covered SWNT(10,0) ake,=96.2 anda,=82.3, smaller than the corresponding
individual bond angles of 992@nd 89.3 calculated previously. Thus, we believe that the
morphology of Pd atoms is affected by both the curvature efcdrbon nanotube and the
number of near neighbor atoms. The charge transfer is Oc@éehs per Pd atom to carbon
nanotube, which is about the same as the charge transferiéd chain-functionalized
SWNTSs.

The electronic structure having several band crossing ¢éneHevel, as shown in Fig-
ure 8-6, indicates that Pd fully coated SWNT(10,0) is highlipducting. The conductance
associated with the ballistic electron transport of a 1Desyds given by Landauer’s equa-

tion, see Equation 8-3 [212].
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Figure 8-6. Band structure and total spin polarized dendistates (DOS) of a Pd fully
covered SWNT(10,0). Zero of energy is taken as Fermi level.

2¢* X
G=— 2T (8-3)

Where% = G is the quantum unit, and; is the transmission of each contributing sub-
band (conduction channel) produced by the confinement adldetrons along the circum-
ference of the carbon nanotube. In realify,is reduced due to the scattering of carriers
from the abrupt change of cross sections and irregulaatiéise contacts to the electrodes
and from the imperfections, impurities, and electron-mhoscattering in the tube. [205].
We note that even though the Pd fully coated SWNT(10,0) showsigure 8-5 may only
occur in the ideal condition, and a thick and inhomogeneaadig in the experiment
may decrease the channel transmission, G is still expeotéa high owing to the new
conductance channel opened at Fermi level. Therefore théuctance of a Pd coated
SWNT(10,0) can be severahbG

We then study the interaction betweepdolecule and a Pd fully coated SWNT(10,0).

We notice that the adsorption energy of each H atom with gpethe H molecule is
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0.30 eV, about 0.3 eV lower thansHadsorption on the axial chain-functionalized tube
and 0.7 eV lower than on the radial chain-functionalizedetulihe distances from the
hydrogen adsorbed Pd to its neighbor Pd atoms, as wells he teeeirest C atom increase
~3.8% and~1.3% respectively. The relatively weaker interaction kesw Pd-Pd and
Pd-C allows stronger interaction between &d Pd, and hence leads to a larger H-H
distance of 0.86. Similar behavior has also been seen in the study pfildsociation
on single Pt functionalized SWNT [161]. However, one can ekplat a detachment
of Pd from SWNT may occur if a high Hcoverage is applied. While this is foreseen
in a fully coated Pd-SWNT system, a better control of Pd pgefiom SWNT may be
achieved by local decoration such as radial chain-funatiration, where Pd local density
is lower. The H adsorption on a Pd fully coated semiconducting SWNT is alg®eted

to induce significant conductance change. This can be seeorbyaring the local DOS of
Pd atom in different locations presented in Figure 8-7. f@d+7 indicates that similar to
the radial chain-functionalized SWNT case, the Pd that hasrhéd H has much lower
electron density of states than the one withodtdt the other side of the fully coated
SWNT. Therefore, as we can predict , when mosenhblecules appear, the total DOS of
the system will continue to reduce and most probably we wi# & band gap when all Pd

atoms are attached byH

8.5 Conclusion

DFT calculations on Pd functionalized SWNTs indicate thataréte Pd monatomic coat-
ing is able to metallize a semiconducting SWNT. The dramatarease of electrical con-
ductance upon Hadsorption on these Pd atoms can be attributed to the filphgf Pdd
state, which brings it below Fermi level. A study of SWNT fullgated with Pd indicates
that the Pd atoms are able to distribute evenly on the SWNBRsamvithout significantly

altering the morphology of the tube. Both Pd partially fuantlized and fully coated
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Figure 8-7. Local density of states of two Pd atoms in theyfolated SWNT(10,0). Pd1
and Pd2 are the two Pd atoms as illustrated in the insertéar@ic

SWNTs appear to be suitable for hydrogen sensing due to thesirdé of H adsorption

on the metallicity of the Pd decorated carbon nanotube.
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Chapter Nine

Conclusions and Proposed Future Work

9.1 Conclusions

Classical Molecular dynamics simulations and quantum cba&rab initio methods were
used to study the properties of Pd based hydrogen sensimgialsand their interactions
with hydrogen gas. The first part involved the comparisodistiof thermodynamic, struc-
tural and dynamic properties of Pd nanowire and nanockisitEne simulation studies of
this work indicate that the Pd nanowire has lower meltinggerature than Pd bulk but
higher than the same diameter Pd cluster. Both Pd nanowikgksi@moclusters exhibit
surface pre-melting with different the structural and dyial behavior. Particularly, the
nanowire exhibits a higher pre-melting temperature raagé, dynamical behavior char-
acterized by increased movement of atoms in the plane peiqeéar to the axis followed
by increased movement across these planes as the tempaapfupaches the transition
temperature. A quasi-liquid skin grows from the surfacehie tadial direction for both
nanocluster and nanowire, in the surface pre-melting regiailowed by the breakdown of
order in the remaining solid core at the transition tempeeatThe nanocluster retains the
initial fcc structure, whereas, the nanowire appears stabh structure close to the hcp in
the solid phase. Melting points of studied cluster and wiezercharacterized particularly
well by the liquid-drop model for size-dependent meltingst#dy of graphite supported
same sized Pd nanocluster was performed in order to examensubstrate effects. Sev-

eral analysis reveal that supported Pd cluster has vemrdiift geometric evolution during
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heating. However both unsupported and supported Pd ctustdrave very similar interior
structural evolutions at lower temperatures.

The second part of this study involved quantum mechanicalatiog of Pd function-
alized SWNTs and hydrogen interactions usatginitio-DFT method. A detailed analysis
of formation of atomic Pd and Pd/Ni chain structures andrtimeractions with metallic
SWNT(6,6) and semiconducting SWNT(10,0) was conducted fingtas found that zigzag
chains are energetically more favorable than linear chaind the overall binding energy
is higher in the Pd/Ni alloy chains than in the pure Pd chairge addition of Pd and its
alloy chains on the tube surface modifies the electronicttra of both types of SWNTSs.
The increased electron density of states around Fermi &vehnces the conductivity of
SWNT(6,6), whereas the additional states from chains at bapdegion effectively trans-
forms SWNT(10,0) into a metal. A larger magnetic moment iseolsd in the Pd/Ni
narrow angle chain functionalized SWNT(6,6) than the widglarchain functionalized
SWNT(10,0). Spin density calculations showed that the magn@oment to be mostly
concentrated on Ni atoms but on different orbitals deteeahiby the interactions between
Pd and Ni in the chains. The study of hydrogen interactiorts whain-functionalized
SWNTs show there are different degrees of chain geometrygelsaon the tube surfaces
upon H, adsorption. The results indicate that Ni can improve thbilétaof Pd chain on
tube surface, as well as increase the hydrogen adsorptergyent is found that electron
density of states decreased at Fermi level in the funclmedISWNT(6,6), and band gap
reopened in the functionalized SWNT(10,0), which turns aatfizéd (10,0) tube back to
semiconductor. These electronic property changes cairfisagtly reduce the conduc-
tance of the tubes, which explains the reported experirheggalts on Pd functionalized
SWNTs in hydrogen sensor applications. In addition, we perfél, interactions with
noncontinuous Pd chain-functionalized SWNT(10,0) in ortdefurther clarify the sens-

ing mechanism. We note that a discrete Pd monatomic coatiagso able to metallize
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semiconducting SWNT. By applying different,Hoverages, we conclude that the large
decrease of electrical conductance upgraHsorption is due to the filling-up of Pd d state,
which brings it below Fermi level. An exploration of Pd fubating on SWNT indicate Pd
atoms are able to distribute evenly on the SWNT surface witkigumificantly altering the
structure of the tube. This shows that the Pd functionalR&NTs are hightly suited as

hydrogen sensing materials.

9.2 Major Contributions

The contributions of the dissertation to the field of senssearch are multifold. It devel-
ops a fundamental understanding of the sensing materidlaranavels the sensing mecha-
nism of recently proposed hydrogen sensors. The theorettzulations from molecular
simulations in this research will not only benefit to the dasof novel hydrogen sensing
materials, but also establishes a good platform for theysbfidther gas sensing materials.
This will eventually lead to a successful fabrication ofthjgerformance but low cost gas
Sensors.
From a broader impact perspective, this dissertation cgmihmgorove the quality of

human life through better information regarding the palhis and hazards. In the area
of national security, this research will contribute to tlevelopment of improved sensing

capability to guard against chemical and biological warfagents.

9.3 Future Work

9.3.1 Sensor Poisoning

As a result of considerable evidence for hydrogen gas iraisersor response, future work
should investigate how to protect the sensor from beingopeid by harmful species. This

is because in real application, the environment that nezd® ttested is usually a multi
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component gas mixture. Species other than hydrogen in tieoement may interfere
with hydrogen uptake by Pd functionalized SWNTSs, thus adhhgraffecting sensor per-
formance. Therefore the interactions between Pd fundimeth SWNT with gases that
frequently appear in the ambient atmosphere, such as CQ, &bj, need to be studied.
An adsorption energy of each gas molecule on the functibeglcarbon nanotube can be
calculated to determine the poisoning effect on the hydr@gmsor. A possible solution to

the poisoning phenomenon may be alloying Pd with ambienagtge metals.

9.3.2 Multipurpose Gas Sensor

It is expected that functionalized SWNTs can be used as a isensty to detect vari-
ous types of gases simultaneously [160]. SWNTSs functioedlizy different metals can
form an array and thus function as a multi component gas tbetd8y choosing different
functional materials and controlling the coating amoung can make the functionalized
SWNTs flexible enough to detect a wide range of molecular sgeannd as well as selec-
tive to specific molecules. Hence, the future work includesdesign of a multi functional

carbon nanotube sensor usiyg initio calculations.

9.3.3 Abinitio MD Simulations

Although quantum-mechanicalb initio calculations of electronic total energy are ex-
tremely useful to understand and to predict complex chdmézctions, it is limited to
zero temperaturédb initio MD techniques [213] allow one to calculate accurate stmattu
and dynamic properties at finite temperature by means ofiativajectories generated by
forces obtained directly from electronic structure catioins, therefore no empirical mod-
els are neededAb initio MD has been successfully applied to a wide variety of impurta
problems in physics and chemistry, as well as in biology anl#st decade. In numerous

studies, new phenomena have been revealed and microscepimmsms elucidated that
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could not have been uncovered by using empirical methoddirlg to new interpretations
of experimental data and suggesting new experiments tonpef214]. Therefore, another
important part of the future work is to study the sensing mal® and sensing reactions
at finite temperatures usingp initio MD techniques. Thus, questions like whether Pd
functionalized SWNTSs are stable at room temperature or l@giperatures, will even dis-
tribution of Pd fully coated SWNTs observed at 0 K maintainighkr temperatures, and
what is the effect of temperature to the sensor response;atde answered through these

ab initio MD studies.
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Appendix A: DL POLY Programs

DL _POLY_2 requires five input files named CONTROL, CONFIG, FIELD, TABLHKlan
REVOLD. The first three files are mandatory, while TABLE is us@tiydo input certain
kinds of pair potential, and is not always required. REVOLD&gquired only if the job
represents a continuation of a previous job. In the follgsections | describe the form

and content of these files used in the Pd nanocluster sironati

A.1 The Input Files

A.1.1 The CONTROL File

CONTROL file defines the control variables for running a BOLY_2 job. The CON-
TROL file is small and easy to check visually. An example CONTRIl: for a fcc Pd

nanocluster appears below.

DL_POLY CONTRCL FILE: Pd nanocl uster

tenperature 300. 00
pressure 0. 0000
ensenbl e nvt ber 0.4

i ntegrator | eapfrog
st eps 600000
equilibration 400000
scal e 10
print 100

st ack 10
stats 10

r df 10
tinmestep 0. 001
cutof f 6.878
delr width 1. 000

no el ectrostatics

zden

traj 400000 100 1
print rdf
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job tine 100000. 00
close tine 500. 00
finish

The meaning of directives listed this CONTROL file are as fefo

e DL_POLY CONTROL FILE: This line is a header to aid identificatiohtbe file.

This line is limited to 80 characters.
e temperature: Set the required simulation temperature@d<30
e pressure: Set the required simulation pressure to 0 katm

e ensemble nvt ber: Set NVT ensemble with the Berendsen thé&imegh coupling

time constant 0.4
e integrator: Select leapfrog integration algorithm
e steps: Run simulation for 600,000 timesteps
e equilibration: Equilibrate simulation for first 400,000nkesteps
e scale: Rescale atomic velocities every 10 timesteps duguogileration
e print: Print system data every 100 timesteps
e stack: Set rolling average stack to 10 timesteps
e stats: Accumulate statistics data every 10 timesteps
e rdf: Calculate radial distribution functions at every 10¢éisteps
e timestep: Set simulation timestep to 0.001 ps
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cutoff: Set required forces cutoff to 6.8778

delr width: Set Verlet neighbor list shell width to 0.85

zden: Calculate the-density profile

traj: Write coordinates and velocities outputs into HISTOR¥ starting from the

indicated timestep (400,000) at interval of 100 timesteps
print rdf: Print radial distribution function

job time: Set total time allowed for this job to 100,000 ps

close time: Set the time DPOLY requires to write and close data files to 500 s

finish: Close the CONTROL file

A.1.2 The CONFIG File

The CONFIG file contains the dimensions of the unit cell, the ke periodic boundary

conditions and the atomic labels, coordinates, velocdrms forces. The initial CONFIG

file of the simulated Pd nanocluster is genernated by the FRMRI program. Both the

program and CONFIG file are shown below.

Cc
C
C
Cc

TH' S PROGRAM GENERATE A SPHERI CAL Pd CLUSTER W TH A

CUTOFF RADI US OF Rc
N -- TOTAL NUMBER OF PD ATOVS
NC -- NUMBER OF UNIT CELLS

I NTEGER N, NC

PARAMETER ( NC = 11, N=4 » NC 3)
REAL RX(N), RY(N), RZ(N)

REAL CELL1, CELL2
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REAL Rc, Ra, Rsum
NO=6
OPEN (NO, FI LE=' QUTPUT" )

C CALCULATE THE SIDE OF THE UNIT CELL

CELL
CELL2
CELL1 = 0.25 = CELL

3. 8907
0.75 » CELL

C SUBLATTI CE A

RX(1) = CELL1
RY(1) = CELL1
RZ(1) = CELL1

C SUBLATTI CE B

RX(2) = CELL2
RY(2) = CELL2
Rz(2) = CELL1
c SUBLATTI CE C
RX(3) = CELL1
RY(3) = CELL2
RZ(3) = CELL2
c SUBLATTI CE D
RX(4) = CELL2
RY(4) = CELL1
Rz(4) = CELL2
c CONSTRUCT THE LATTI CE FROM THE UNI T CELL
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M=0
D099 I1Z =1, NC
DO98 IY = 1, NC
DO 97 IX = 1, NC
DO 96 IREF = 1, 4
RX(1 REF+M = RX(IREF) + CELL » REAL ( IX - 1)
RY(I REF+M) = RY(IREF) + CELL + REAL ( 1Y - 1)

RZ(I REF+M = RZ(IREF) + CELL * REAL ( 1Z - 1)
96 CONTI NUE
M= M+ 4

97 CONTI NUE
98 CONTI NUE
99 CONTI NUE
C SHI FT CENTRE OF BOX TO THE ORIG N

=0

R=0

Rsunv0

DO 100 I =1, N

RX(1) = RX(1) - 0.5+CELL*REAL(NC)
RY(1) = RY(1) - 0.5+CELL*REAL(NC)
RZ(1) = RZ(1) - 0.5*CELL*REAL(NC)
100  CONTI NUE

Rc=13. 2

Do 120 J=1, N

Ra=SQRT(RX(J) 2+RY(J) 2+RZ(J) 2)

IF (Ra .It. Rc) THEN

S=S+1
RER+(RX(J) 2+RY(J) 2+RZ(J) 2)
PRINT +,’ Pd’ " s ", 46

WRI TE (6, 110) RX(J), RY(J), RZ(J)
RsumeRsum+( RX(J) 2+RY(J) 2+Rz(J) 2)
110 FORMAT (1x, F19. 15, 1X, F19. 15, 1X, F19. 15)
ENDI F
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120

CONTI NUE

END

DL_POLY CONFIG file:

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

Pd

2

0

0

2

4.

6

4.

2

0

2

0

0

2

0

2

0 0
1
918099880218506
2
972700595855713
3
972699642181396
4
918099880218506
5
863500118255615
6
808899879455566
7
863500118255615
8
918099880218506
9
972700595855713
10
918099880218506
11
972700595855713
12
972699642181396
13
918099880218506
14
972699642181396
15
918099880218506
16

Pd

-4

-6

-4

-6

-4

-0

-2

-2

-0

nanocl ust er

46
. 863500118255615
46
. 808899879455566
46
. 863500118255615
46
. 808899879455566
46
. 863500118255615
46
.972700595855713
46
. 918099880218506
46
.918099880218506
46
. 972700595855713
46
.972700595855713
46
. 918099880218506
46
. 918099880218506
46
. 972700595855713
46
. 972700595855713
46
. 918099880218506
46

-10.

-10.

-10.

-10.

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

699700355529785

699700355529785

. 754300117492676

. 754300117492676

699700355529785

699700355529785

. 754300117492676

. 754300117492676
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. 863500118255615

17

. 808900356292725

18

. 808899879455566

19

. 863500118255615

20

. 918099880218506

21

. 972700595855713

22

. 918099880218506

23

. 972700595855713

24

. 972699642181396

25

.918099880218506

26

. 972699642181396

27

.918099880218506

28

. 863500118255615

29

. 808900356292725

30

. 863500118255615

31

.918099880218506

32

. 972700595855713

33

. 972699642181396

34

Ol LAC U Zyl_ﬂbl

. 972700595855713

46

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

.918099880218506

46

. 972699642181396

46

.918099880218506

46

. 972699642181396

46

. 863500118255615

46

. 808900356292725

46

. 863500118255615

46

. 808900356292725

46

-10.

-10.

-10.

-10.

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

699700355529785

699700355529785

. 754300117492676

. 754300117492676

699700355529785

699700355529785

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676

. 754300117492676
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.918099880218506

35

. 972700595855713

36

. 918099880218506

37

. 918099880218506

38

. 972699642181396

39

. 863500118255615

40

. 863500118255615

41

. 808899879455566

42

. 863500118255615

43

.918099880218506

44

. 972700595855713

45

.918099880218506

46

. 972700595855713

47

. 972699642181396

48

. 918099880218506

49

. 972699642181396

50

. 918099880218506

51

. 863500118255615

52

Ol LAC U Zyl_ﬂbl

. 863500118255615

46

. 754300117492676

46

. 754300117492676

46

. 754300117492676

46

. 754300117492676

46

. 754300117492676

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 754300117492676

. 808899879455566

. 863500118255615

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566
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. 808900356292725

53

. 863500118255615

54

. 808900356292725

55

. 754301071166992

56

. 754300117492676

57

. 754300117492676

58

. 808899879455566

59

. 863500118255615

60

. 808899879455566

61

. 863500118255615

62

. 918099880218506

63

. 972700595855713

64

. 918099880218506

65

. 972700595855713

66

. 972699642181396

67

.918099880218506

68

. 972699642181396

69

. 918099880218506

70

Ol LAC U Zyl_ﬂbl

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 863500118255615

46

. 972700595855713

46

. 918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

. 808899879455566

. 863500118255615

. 863500118255615

. 863500118255615

. 808899879455566

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615
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. 863500118255615

71

. 808900356292725

72

. 863500118255615

73

. 808900356292725

74

. 754301071166992

75

. 754301071166992

76

. 754300117492676

7

. 754300117492676

78

. 808899879455566

79

. 863500118255615

80

. 808899879455566

81

. 863500118255615

82

. 918099880218506

83

. 972700595855713

84

. 918099880218506

85

. 972700595855713

86

. 972699642181396

87

. 918099880218506

88

Ol LAC U Zyl_ﬂbl

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

. 918099880218506

46

.918099880218506

46

. 972700595855713

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 863500118255615

. 808899879455566

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

143

www.manaraa.com



Appendix A (Continued)

. 972699642181396

89

. 918099880218506

90

. 863500118255615

91

. 808900356292725

92

. 863500118255615

93

. 808900356292725

94

. 754301071166992

95

. 754301071166992

96

. 754300117492676

97

. 808899879455566

98

. 863500118255615

99

. 808899879455566

100

. 863500118255615

101

.918099880218506

102

. 972700595855713

103

.918099880218506

104

. 972700595855713

105

. 972699642181396

106

Ol LAC U Zyl_ﬂbl

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566
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.918099880218506

107

. 972699642181396

108

.918099880218506

109

. 863500118255615

110

. 863500118255615

111

. 808900356292725

112

. 863500118255615

113

. 918099880218506

114

. 972700595855713

115

. 972699642181396

116

. 918099880218506

117

. 863500118255615

118

. 808899879455566

119

.918099880218506

120

. 972700595855713

121

.918099880218506

122

. 972700595855713

123

. 972699642181396

124

-10.

-10.

-10.

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 863500118255615

46

. 754301071166992

46

. 754301071166992

46

. 754301071166992

46

. 754301071166992

46

. 754301071166992

46

. 754300117492676

46

. 754300117492676

46
699700355529785
46

. 754300117492676

46

. 754300117492676

46
699700355529785
46
699700355529785
46

. 808899879455566

. 863500118255615

. 863500118255615

. 808899879455566

. 863500118255615

. 863500118255615

. 863500118255615

. 808899879455566

. 863500118255615

. 808899879455566

. 863500118255615

.918099880218506

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506
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.918099880218506

125

. 972699642181396

126

.918099880218506

127

. 808900356292725

128

. 863500118255615

129

. 754300117492676

130

. 754300117492676

131

. 808899879455566

132

. 863500118255615

133

. 808899879455566

134

. 863500118255615

135

.918099880218506

136

. 972700595855713

137

.918099880218506

138

. 972700595855713

139

. 972699642181396

140

. 918099880218506

141

. 972699642181396

142

-10.

. 754300117492676

46

. 754300117492676

46
699700355529785
46

. 754300117492676

46

. 754300117492676

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

.918099880218506

. 972700595855713

. 972700595855713

. 918099880218506

. 972700595855713

. 918099880218506

. 972700595855713

. 918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713
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.918099880218506

143

. 863500118255615

144

. 808900356292725

145

. 863500118255615

146

. 808900356292725

147

. 754301071166992

148

. 754301071166992

149

. 699700355529785

150

. 754300117492676

151

. 699700355529785

152

. 754300117492676

153

. 808899879455566

154

. 863500118255615

155

. 808899879455566

156

. 863500118255615

157

.918099880218506

158

. 972700595855713

159

. 918099880218506

160

Ol LAC U Zyl_ﬂbl

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

. 972700595855713

. 918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

. 918099880218506

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713
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. 972700595855713

161

. 972699642181396

162

. 918099880218506

163

. 972699642181396

164

. 918099880218506

165

. 863500118255615

166

. 808900356292725

167

. 863500118255615

168

. 808900356292725

169

. 754301071166992

170

. 699701309204102

171

. 754301071166992

172

.699701309204102

173

. 699700355529785

174

. 754300117492676

175

. 699700355529785

176

. 754300117492676

177

. 808899879455566

178

Ol LAC U Zyl_ﬂbl

0.

2

2

0.

0.

.918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

. 918099880218506

46

. 972700595855713

46

. 972700595855713

46

. 918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

972699642181396
46

918099880218506
46

918099880218506
46

972699642181396
46

972699642181396
46

. 972700595855713

. 918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

. 918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

. 918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506
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Appendix A (Continued)

. 863500118255615

179

. 808899879455566

180

. 863500118255615

181

. 918099880218506

182

. 972700595855713

183

. 918099880218506

184

. 972700595855713

185

. 972699642181396

186

. 918099880218506

187

. 972699642181396

188

. 918099880218506

189

. 863500118255615

190

. 808900356292725

191

. 863500118255615

192

. 808900356292725

193

. 754301071166992

194

. 699701309204102

195

. 754301071166992

196

Ol LAC U Zyl_ﬂbl

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

. 918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

. 918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

.918099880218506

46

.918099880218506

. 972700595855713

. 972700595855713

. 918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

.918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713
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Appendix A (Continued)

.699701309204102

197

. 754300117492676

198

. 754300117492676

199

. 808899879455566

200

. 863500118255615

201

. 808899879455566

202

. 863500118255615

203

. 918099880218506

204

. 972700595855713

205

. 918099880218506

206

. 972700595855713

207

. 972699642181396

208

. 918099880218506

209

. 972699642181396

210

. 918099880218506

211

. 863500118255615

212

. 808900356292725

213

. 863500118255615

214

. 972699642181396

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 972700595855713

. 918099880218506

. 972700595855713

. 918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713

. 972700595855713

.918099880218506

. 918099880218506

. 972700595855713
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Appendix A (Continued)

6.808900356292725  4.863500118255615 -0.972700595855713
Pd 215 46

8.754301071166992  4.863500118255615 -2.918099880218506
Pd 216 46

8.754301071166992 6.808900356292725 -0.972700595855713
Pd 217 46

-6.808899879455566 8. 754301071166992 -2.918099880218506
Pd 218 46

-4.863500118255615  8.754301071166992 -0.972700595855713
Pd 219 46

-2.918099880218506 8. 754301071166992 -2.918099880218506
Pd 220 46

-0.972700595855713 10. 699701309204102 -2.918099880218506
Pd 221 46

-2.918099880218506 10.699701309204102 -0.972700595855713
Pd 222 46

-0.972700595855713 8. 754301071166992 -0.972700595855713
Pd 223 46

0.972699642181396  8.754301071166992 -2.918099880218506
Pd 224 46

2.918099880218506 10.699701309204102 -2.918099880218506
Pd 225 46

0.972699642181396 10.699701309204102 -0.972700595855713
Pd 226 46

2.918099880218506  8.754301071166992 -0.972700595855713
Pd 227 46

4.863500118255615 8. 754301071166992 -2.918099880218506
Pd 228 46

6.808900356292725 8. 754301071166992 -0.972700595855713
Pd 229 46

-4.863500118255615 -8.754300117492676  0.972699642181396
Pd 230 46

-6.808899879455566 -8.754300117492676  2.918099880218506
Pd 231 46

-2.918099880218506 -10.699700355529785  0.972699642181396
Pd 232 46
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Appendix A (Continued)

. 972700595855713

233

. 918099880218506

234

. 972700595855713

235

. 972699642181396

236

. 918099880218506

237

. 972699642181396

238

. 918099880218506

239

. 808900356292725

240

. 863500118255615

241

. 754300117492676

242

. 754300117492676

243

. 808899879455566

244

. 863500118255615

245

. 808899879455566

246

. 863500118255615

247

.918099880218506

248

. 972700595855713

249

.918099880218506

250

-10.

-10.

-10.

. 754300117492676

46

. 754300117492676

46

699700355529785
46

699700355529785
46

. 754300117492676

46

. 754300117492676

46
699700355529785
46

. 754300117492676

46

. 754300117492676

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 972699642181396

. 918099880218506

.918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 918099880218506

. 972699642181396

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506
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Appendix A (Continued)

. 972700595855713

251

. 972699642181396

252

.918099880218506

253

. 972699642181396

254

. 918099880218506

255

. 863500118255615

256

. 808900356292725

257

. 863500118255615

258

. 808900356292725

259

. 754301071166992

260

. 754301071166992

261

. 699700355529785

262

. 754300117492676

263

. 699700355529785

264

. 754300117492676

265

. 808899879455566

266

. 863500118255615

267

. 808899879455566

268

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 918099880218506

46

. 972700595855713

46

. 972700595855713

46

. 918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506
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Appendix A (Continued)

. 863500118255615

269

. 918099880218506

270

. 972700595855713

271

. 918099880218506

272

. 972700595855713

273

. 972699642181396

274

. 918099880218506

275

. 972699642181396

276

. 918099880218506

277

. 863500118255615

278

. 808900356292725

279

. 863500118255615

280

. 808900356292725

281

. 754301071166992

282

.699701309204102

283

. 754301071166992

284

.699701309204102

285

. 699700355529785

286

.918099880218506

46

. 918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

. 918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

. 918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

. 918099880218506

46

. 972700595855713

46

. 972700595855713

46

. 918099880218506

46

. 972699642181396

46

.918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396
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Appendix A (Continued)

. 754300117492676

287

. 699700355529785

288

. 754300117492676

289

. 808899879455566

290

. 863500118255615

291

. 808899879455566

292

. 863500118255615

293

. 918099880218506

294

. 972700595855713

295

. 918099880218506

296

. 972700595855713

297

. 972699642181396

298

. 918099880218506

299

. 972699642181396

300

. 918099880218506

301

. 863500118255615

302

. 808900356292725

303

. 863500118255615

304

.918099880218506

46

. 918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

. 918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

. 918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

.918099880218506

46

. 972699642181396

. 918099880218506

.918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506
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Appendix A (Continued)

. 808900356292725

305

. 754301071166992

306

.699701309204102

307

. 754301071166992

308

.699701309204102

309

. 754300117492676

310

. 754300117492676

311

. 808899879455566

312

. 863500118255615

313

. 808899879455566

314

. 863500118255615

315

.918099880218506

316

. 972700595855713

317

.918099880218506

318

. 972700595855713

319

. 972699642181396

320

. 918099880218506

321

. 972699642181396

322

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

. 918099880218506

46

. 972699642181396

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

.918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506
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.918099880218506

323

. 863500118255615

324

. 808900356292725

325

. 863500118255615

326

. 808900356292725

327

. 754301071166992

328

. 754301071166992

329

. 808899879455566

330

. 863500118255615

331

. 918099880218506

332

. 972700595855713

333

.918099880218506

334

. 972700595855713

335

. 972699642181396

336

. 918099880218506

337

. 972699642181396

338

. 918099880218506

339

. 863500118255615

340

10.

10.

10.

10.

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 754301071166992

46

. 754301071166992

46

. 754301071166992

46
699701309204102
46
699701309204102
46

. 754301071166992

46

. 754301071166992

46
699701309204102
46
699701309204102
46

. 754301071166992

46

. 754301071166992

46

.918099880218506

. 972699642181396

. 972699642181396

. 918099880218506

. 918099880218506

. 972699642181396

. 918099880218506

. 972699642181396

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396

. 972699642181396

.918099880218506

. 918099880218506

. 972699642181396
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. 808900356292725

341

. 863500118255615

342

. 972700595855713

343

. 918099880218506

344

. 918099880218506

345

. 972699642181396

346

. 754300117492676

347

. 808899879455566

348

. 863500118255615

349

. 808899879455566

350

. 863500118255615

351

.918099880218506

352

. 972700595855713

353

.918099880218506

354

. 972700595855713

355

. 972699642181396

356

. 918099880218506

357

. 972699642181396

358

Ol LAC U Zyl_ﬂbl

. 754301071166992

46

. 754300117492676

46

. 754300117492676

46

. 754300117492676

46

. 754300117492676

46

. 754300117492676

46

. 863500118255615

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

.918099880218506

. 863500118255615

. 863500118255615

. 808900356292725

. 863500118255615

. 808900356292725

. 863500118255615

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725
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.918099880218506

359

. 863500118255615

360

. 808900356292725

361

. 863500118255615

362

. 754300117492676

363

. 754300117492676

364

. 808899879455566

365

. 863500118255615

366

. 808899879455566

367

. 863500118255615

368

. 918099880218506

369

. 972700595855713

370

. 918099880218506

371

. 972700595855713

372

. 972699642181396

373

.918099880218506

374

. 972699642181396

375

. 918099880218506

376

Ol LAC U Zyl_ﬂbl

. 808899879455566

46

. 808899879455566

46

. 863500118255615

46

. 863500118255615

46

. 972700595855713

46

. 918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

.918099880218506

46

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 863500118255615

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725
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. 863500118255615

377

. 808900356292725

378

. 863500118255615

379

. 808900356292725

380

. 754301071166992

381

. 754301071166992

382

. 754300117492676

383

. 754300117492676

384

. 808899879455566

385

. 863500118255615

386

. 808899879455566

387

. 863500118255615

388

. 918099880218506

389

. 972700595855713

390

. 918099880218506

391

. 972700595855713

392

. 972699642181396

393

. 918099880218506

394

Ol LAC U Zyl_ﬂbl

.918099880218506

46

. 972700595855713

46

. 972700595855713

46

. 918099880218506

46

.918099880218506

46

. 972700595855713

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 808900356292725

. 863500118255615

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615
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. 972699642181396

395

. 918099880218506

396

. 863500118255615

397

. 808900356292725

398

. 863500118255615

399

. 808900356292725

400

. 754301071166992

401

. 754301071166992

402

. 808899879455566

403

. 863500118255615

404

. 863500118255615

405

.918099880218506

406

. 972700595855713

407

.918099880218506

408

. 972700595855713

409

. 972699642181396

410

. 918099880218506

411

. 972699642181396

412

Ol LAC U Zyl_ﬂbl

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

.918099880218506

46

. 863500118255615

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725
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.918099880218506

413

. 863500118255615

414

. 808900356292725

415

. 863500118255615

416

. 808900356292725

417

. 754301071166992

418

. 918099880218506

419

. 972700595855713

420

. 972699642181396

421

.918099880218506

422

. 863500118255615

423

. 863500118255615

424

. 918099880218506

425

. 972700595855713

426

. 972699642181396

427

.918099880218506

428

. 808899879455566

429

. 863500118255615

430

Ol LAC U Zyl_ﬂbl

. 863500118255615

46

. 863500118255615

46

. 808900356292725

46

. 808900356292725

46

. 863500118255615

46

. 863500118255615

46

. 754301071166992

46

. 754301071166992

46

. 754301071166992

46

. 754301071166992

46

. 754301071166992

46

. 863500118255615

46

. 808899879455566

46

. 863500118255615

46

. 808899879455566

46

. 863500118255615

46

.918099880218506

46

. 972700595855713

46

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 808900356292725

. 863500118255615

. 863500118255615

. 808900356292725

. 863500118255615

. 808900356292725

. 863500118255615

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992
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-2.918099880218506 -2.918099880218506 8. 754301071166992
Pd 431 46

-0.972700595855713 - 0.972700595855713 8. 754301071166992
Pd 432 46

-2.918099880218506 - 0.972700595855713 10. 699701309204102
Pd 433 46

-0.972700595855713 - 2. 918099880218506 10.699701309204102
Pd 434 46

0.972699642181396 - 2. 918099880218506 8. 754301071166992
Pd 435 46

2.918099880218506 - 0. 972700595855713 8. 754301071166992
Pd 436 46

0.972699642181396 - 0. 972700595855713 10. 699701309204102
Pd 437 46

2.918099880218506 - 2. 918099880218506 10. 699701309204102
Pd 438 46

4.863500118255615 - 2.918099880218506 8. 754301071166992
Pd 439 46

6. 808900356292725 - 0. 972700595855713 8. 754301071166992
Pd 440 46

-6.808899879455566 0. 972699642181396 8. 754301071166992
Pd 441 46

-4.863500118255615 2. 918099880218506 8. 754301071166992
Pd 442 46

-2.918099880218506 0. 972699642181396 8. 754301071166992
Pd 443 46

-0.972700595855713 2. 918099880218506 8. 754301071166992
Pd 444 46

-2.918099880218506 2. 918099880218506 10.699701309204102
Pd 445 46

-0.972700595855713 0. 972699642181396 10. 699701309204102
Pd 446 46

0.972699642181396 0. 972699642181396 8. 754301071166992
Pd 447 46

2.918099880218506 2. 918099880218506 8. 754301071166992
Pd 448 46
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Pd

Pd

Pd

Pd

. 972699642181396

449

. 918099880218506

450

. 863500118255615

451

. 808900356292725

452

-2.918099880218506

Pd

Pd

Pd

Pd

453

. 972700595855713

454

. 972699642181396

455

.918099880218506

456

. 863500118255615

.918099880218506

46

. 972699642181396

46

. 972699642181396

46

. 918099880218506

46

. 863500118255615

46

. 808900356292725

46

. 863500118255615

46

. 808900356292725

46

. 863500118255615

10

10

699701309204102

699701309204102

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992

. 754301071166992

The first line in the CONFIG file has the same definition as theienCONTROL file. The

first zero in the second line indicate only atomic coordisatee included in the file. The

second integer is the periodic boundary key, where zero sweaeriodic boundaries. If

periodic boundary condition is used, a three-line cell ¥exheeds to be defined after the

second line, otherwise the y, z coordinates will be listed without the three lines. Before

each atomic coordinate line, atom name, atom index and atoomber are listed in the

order of increasing index.

A.1.3 The FIELD File

The FIELD file contains the force field information definingethature of the molecular

forces. The FIELD file used for the simulated Pd nanoclustehown below.

DL_PCOLY FIELD file

Pd nanocl uster
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units ev

nol ecul es 1

Pal | adi um

nummol s 456

atoms 1

Pd 106. 420 0. 0000

finish

vdw 1

Pd Pd stch  0.004179 3.89 12.0 7.0 108. 27

G ose

The first line the FIELD file is the title. It must be followed bHye units. In our simulations
the energy unit of eV is used. Lines following that are molacdetails. The first line in the
molecular details specify the number of different types olenules. The details of each
type of molecule include the name of the molecule and totaibrer of this molecule in
the system. Each atomic information in this molecule is theen by atom name, atomic
mass and atomic charge. A directive of finish is entered toadigp DL_POLY_2 that the
entry of the details of a molecule has been completed. Thesrior a second molecule
may now be entered, and the cycle is repeated until all typestecules indicated by the
molecules directive have been entered. Since the in ouraiion Pd nanocluster has only
one type of molecule/atom, the repeating is not needed. ®hebonded interactions are
identified by atom types. The Sutton-Chen potential for PdARetactions is signaled by
the directive stch with corresponding parameters. In thik #re FIELD file must be closed

with the directive close.
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A.2 The Output Files

DL _POLY_2 produces up to seven output files: HISTORY, OUTPUT, REVCON, REY
RDFDAT, ZDNDAT and STATIS, depending on the directives in @@NTROL file. These
respectively contain: a dump file of atomic coordinatespeiies and forces; a summary
of the simulation; the restart configuration; statisticstaulators; radial distribution data,

Z-density data and a statistical history. The format of eadbwt file can be found in the

DL_POLY_s manual.
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Appendix B: VASP Programs

VASP 4.6.28 was used for the DFT calculations in this dissiem. VASP uses a rela-
tively large number of input and output files. A short desioip of some of the important

files are given in the example of Pd fully coated SWNT(10,0his thapter.

B.1 The Input Files

In order to run a VASP job, at least four input files are needéwby are INCAR, POTCAR,
POSCAR, and KPOINTS files.

B.1.1 The INCAR File

INCAR is the central input of VASP. It determines what to do aod to do it, and contains
a relatively large number of parameters. However, sincet miothese parameters have
convenient defaults, INCAR file is usually simply. An INCAR fiter the total energy

calculation of Pd fully coated SWNT(10,0) is given below.

SYSTEM = Pd fully coated SWNT( 10, 0)
Start parameter for this run

PREC = Accurate

I SPI'N =2

El ectronic relaxation 1

ENCUT = 500
NELMDL = -10
ED FF = 1E-04
VOSKOMWN = 1

Ironic rel axation
EDI FFG = 1E-03
0

-1

NSW

| BRI ON

I SIF 2

The meaning of directives listed this INCAR file are as follows
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e SYSTEM tag is followed by the title string to help user to itdgnthe system.

e PREC tag determines the energy cutoff, if no value is giverENCUT in the IN-
CAR. For PREC=Accurate, ENCUT is set to the maximal ENMAX valueha t
POTCAR file plus 30%. PREC= Accurate avoids wrap around erraisuges an
augmentation grid that is exactly twice as large as the eognigl for the representa-
tion of the pseudo wave functions. PREC=Accurate increagemtmory require-

ments somewhat, but it should be used if accurate forcesrardies are required.

¢ ISPIN determines whether spin polarized calculations areopmed, where 2 is for

spin polarized calculations.

e ENCUT is the cut-off energy for plane waves basis set in eVjs=idsed in Chapter

Seven.

e NELMDL gives the number of non-selfconsistent steps at ggirining; if one ini-
tializes the wave functions randomly the initial wave fuoos are far from anything

reasonable. A value of -10 results in a 10-step delay fortdr-sonfiguration.

e EDIFF Specifies the global break condition for the electmelf-consistent loop.
The relaxation of the electronic degrees of freedom willtopged if the total (free)
energy change and the band structure energy change (“clofeiggenvalues”) be-

tween two steps are both smaller than 1E-04.

e VOSKOWN-=1 turn on the Vosko-Wilk-Nusair interpolation foata for the correla-
tion part of the exchange correlation functional. This ligienhances the magnetic
moments and the magnetic energies. Itis desirable to usathrpolation whenever

the PW91 functional is applied.
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e EDIFFG=1E-03 states if the total (free) energy between wvoci steps is smaller

than 10-3, the ionic relaxation loop will stop.

¢ IBRION=-1 indicates ions will not be updated or moved. If IBRIONis defined,
a conjugate-gradient algorithm will be used to relax thesimto their instantaneous

ground state.

e NSW defines the number of ionic steps. It should be zero if IBR¥INs defined
in INCAR file. If an ionic relaxation is performed, i.e. IBRION2-a positive NSW

should be used.

e |ISIF controls whether the stress tensor is calculated. dhtiad, it also determines
which degrees of freedom (ions, cell volume, cell shape)allmved to change.

ISIF=2 is a default set for IBRIO#O.

B.1.2 The POSCAR File

This file contains the lattice geometry and the ionic posgjcptionally also starting ve-
locities and predictor-corrector coordinates for a MD-rufhe coordinates for SWNTs
can be generated using TubeGen Online. The POSCAR of Pd hdied SWNT(10,0) is

shown below.

CNT( 10, 0) - Pdf ul | cover
1. 000000000000000
19. 1126456549789300  10. 7330367637471300 0. 0000149140521125
0.0000580931183641  -0.0001110915924111  -4.2919968268296320
-0.3878849318882599 22.1354734425387000 0. 0005846469432516
40 20
Di rect

0.5730235429675119 0. 8330924087047578 0.1347674198436266
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O O O O O O O O O O O O O O 0O O O 0O 0O 0O 0O 0o 0O 0o o o o o o o o o o o o o

.4284796001067903
. 4284796946512301
. 5730251167132323
. 4446167196771214
. 5568638447413861
. 5568641969022039
. 4446169614371343
. 3040676683703012
. 6967190894797994
. 6967190744745224
. 3040697776228782
. 3851432622283681
.6162026419957130
.6162036292845769
. 3851438826014473
.2999163285682087
. 7017554441095371
. 7017541553847551
.2999175935679261
. 6743484367570360
. 3275789213419174
. 3275799680051250
. 6743484533825921
. 6299423529113213
. 3717661956026035
. 3717650233813501
. 6299427138691271
.5091821720000027
. 4922530355319807
. 4922529714597985
.5091813049284468
. 3364979495809308
. 6644965076555494
. 6644965030948455
. 3364965990840787
. 2915947790741029

O O O O O O O O O O O O O O O O O O O O O O 0O 0O o o o o o o o o o o o o

. 1668926871836973
. 8330791708865419
. 1670264718729868
. 8331993555307236
.1669419855081387
. 8329963210444333
. 1669617548056479
. 3331732331433628
. 6668409546215486
. 3331244062104446
.6669854842377703
. 3331515560971354
. 6668983203063732
. 3330416612997809
.6670146949619991
. 3330673693381385
. 6669799379875485
. 3330467196378990
.6670182046167312
. 8331067977217543
.1668813879758773
. 8331608378148943
. 1669529937251255
. 6669726619533662
. 3330188794804130
.6669836990327767
. 3331208301089248
.6669811752444303
. 3331433753515185
. 6668056260692765
. 3331606991210450
. 8330700134712288
. 1669589042232005
. 8329905343497330
.1670971680996445
. 8332287727865832

O O O O O O O O O O O O O O O O O 0O 0O 0O 0O O 0O 0o o o o o o o o o o o o o

. 8648536625587369
. 8648512053138973
. 1347684193137511
.1997764766189718
. 7995882231241254
. 7995886899596130
. 1997742675413647
. 1559314109024541
. 8443979997476063
. 8443985730891725
. 1559307936110770
.2048413248878092
. 7948968661175968
. 7948961506890768
.2048413092415728
. 0459241534056574
. 9539516107590060
. 9539527370850251
. 0459247522986814
.0182293607363064
. 9816675581370617
. 9816672388197674
.0182288568258002
. 0805259355444719
.9193130487637688
. 9193131055507777
. 0805271568464931
.1757417410070019
. 8236259008850624
. 8236246706400081
. 1757424777175132
. 1899805440847686
.8102118198415553
.8102124124881627
.1899817172593217
. 1060628585158980
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O O O O O O O O O O O O O O o o o o o o o o o

. 7094980915883724
. 7094989105616207
. 2915936702657689
. 2523288352820288
. 3263772201651491
. 2022854501384330
. 1826826673506829
. 1949339836505786
.4160677942492583
. 5136416202622343
.6105452270331710
. 6973266142214172
. 7650950847862461
. 8067388306642229
. 8185125597869742
. 7987480554184572
. 7492740065683776
.6756984375234936
. 5857283865527165
.4876343163762868
. 3905232223183006
. 3040809734799907
. 2368056977223532

O O O O O O O O O O O O O o o o o o o o o o o

.1668311056433822
. 8331640068262516
. 1669004319194229
.0000873956505458
. 5000933873665332
. 5000686696270193
.0000478973459010
.5000214981021003
.0000901142839425
. 5000844537556830
.0000778434534041
. 5000532211488107
.0000344416088467
.5000187263874949
. 9999922465254230
.4999718691748427
. 9999511945251882
.4999429974787901
.9999428942166162
. 4999443227102844
. 9999504884345640
. 4999823720228207
.0000040064236302

O O O O O O O O O O O O O O o o o o o o o o o

. 8940258080240611
. 8940259113864570
.1060641889645453
.2894911142560943
. 3128480737465154
. 2366363310640125
. 1599514194914278
. 0683297848739883
. 3055335535651835
. 2690563404465109
. 2064733062026534
. 1236357623665469
. 0286964425642751
. 9309400739388991
. 8395361877630307
. 7634748786246206
. 7108216927405806
. 6870073224369904
. 6939589917366931
. 7305789502648068
. 7935228503093086
. 8764144180255471
.9709818446001535

The first line is treated as a comment line, usually used femidgmme of the system. The

second line provides a universal scaling factor, which sdu® scale all lattice vectors

and all atomic coordinates. The next three lines are thetlattice vectors defining the

unit cell of the system. The fifth line supplies the numbertof@s per atomic species in

a same order as the included atomic species in POTCAR file. iarg tag of Selective

Dynamics can be used in the sixth line to allow for a seleateen relaxation. If this tag is

omitted, the sixth line supplies the switch between caateaind direct lattice. The direct
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coordinates is used in the POSCAR file. The next lines givehteetcoordinates for each

atom.

B.1.3 The POTCAR File

The POTCAR file contains the pseudopotential for each atopecises used in the calcu-
lation. VASP is supplied with a set of standard pseudop@kengll supplied PP’s with
VASP are of the ultra soft type. If the number of species indy&em is larger than one, a
UNIX command can be used to combine the POTCAR of each spetesne POTCAR
file. The Pd fully coated SWNT(10,0) system’s POTCAR file is mhgeat command:

> cat POTCAR C POTCAR Pd >POTCAR

Note that the order of each species in the POTCAR file has tot&stent with that in the
POSCAR file.

B.1.4 The KPOINTS File

The file KPOINTS must contain the k-point coordinates andyts or the mesh size for
creating the k-point grid. The k-mesh can be either enteydubind or generated automat-
ically. In our simulations, Monkhorst-pack grid is used #orgple the Brillouin zone. The

KPOINT file is like below:

Monkhor st pack
0
Monkhor st Pack
1 1 31
0 0 0

The First line is treated as a comment. The zero on the seammddtivates the automatic

generation scheme. The automatic scheme is selected biitddime. The fourth line
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defines the numbers of subdivisions along each reciprocabreThe last line is optional

and supplies an additional shirt of k-mesh. An zero indgat shift.

B.2 The Output Files

VASP can generate more than ten different output files, biytsome are used in this dis-
sertation for electronic property calculations. For exenpOSCAR, CHGCAR, OUT-
CAR and EIGENVAL files. DOSCAR contains the DOS and integrat€SDCHGCAR
provides the total charge on the FFT-grid. OUTCAR contaifemation of self-consistent
iterations, such as force, energy, stress, etc. EIGENVAEs&ohn-Sham eigenvalues for

all k-points at the end of the simulation.

B.3 Calculate Band Structure

To calculate the band structure, CHGCAR file from a previous@®isistent run is needed
as an input file. The INCAR file is slightly different from thadrfthe ground state energy

calculation as shown in the beginning of this chapter, beedle following tag is needed.

| CHARG = 11

Thus the charge density will be kept constant during theteleic minimization. The
KPOINTS file also needs to be modified to generate stringspaiikts connecting specific
points of Brillouin zone. The KPOINTS used for band structoagculation for the Pd
functionalized SWNT(10,0) is shown below, where the thirgtImust start with an L for

the line-mode calculation.

k-points along high symretry |ines

20
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Li ne node

rec

0. 00000 0.00000 0.00000
0. 00000 0.00000 0.50000

According to this KPOINTS file, VASP will generate 20 k-pa@rnivetween the first and
second supplied high symmetry k-points defined in the fifith sixth lines. These k-points
are supplied in reciprocal coordinates by using a rec in ¢leth line. More interested
k-points can be added in pair in the end of the file for calootest of band structure along
other lines. After running VASP using the modified INCAR, KPQI8Itogether with the
CHGCAR, POTCAR and POSCAR, an EIGENVAL file that has all the needkedrmation
for band structure plot will be generated. The format of ENMAL file can be found in the
VASP manual. A program called P4VASP can be utilized for pesing the EIGENVAL

file and for viewing the band structure.
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